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6 LEONARD LIPSHITZ & ZACHARY ROBINSON6.1. A Finiteness Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1096.2. An Application to Quasi-A�noid Domains . . . . . . . . 113References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1161. IntroductionLet K be a �eld, complete with respect to the non-trivial ultrametricabsolute value j � j : K ! R+ . By K� denote the valuation ring, by K�� itsmaximal ideal, and by eK the residue �eld K�=K��. Let K 0 be an algebraicallyclosed �eld containing K and consider the polydisc�m;n := �(K 0)��m � �(K 0)���n :In 1961, Tate [39] introduced rings Tm of analytic functions on the closedpolydiscs �m;0. These rings lift the a�ne algebraic geometry of the �eldeK. In particular, the Euclidean Division Theorem for eK[�] lifts to a globalWeierstrass Division Theorem for Tm. The basic properties of Tm that followfrom Weierstrass Division include Noetherianness, Noether Normalization,unique factorization, and a Nullstellensatz. These results pave the way forthe development of rigid analytic geometry (see [6] and [10]).Because in its metric topology K 0 is totally disconnected and not locallycompact, to construct rigid analytic spaces one relies on a Grothendieck topol-ogy to provide a suitable framework for sheaf theory. For example, the basicadmissible open a�noids of rigid analytic geometry are obtained by an ana-lytic process analogous to localization in algebraic geometry (see [6, Section7.2.3]). The resulting domains, rational domains, satisfy a certain universalproperty (see [6, Section 7.2.2]) and therefore give a local theory of rigid an-alytic spaces. The local data are linked together with a notion of admissibleopen cover and Tate's Acyclicity Theorem. This makes it possible, for exam-ple, to endow every algebraic variety over K with an analytic structure, thatof a rigid analytic variety.The representation �m;n = lim�!" ((K 0)�)m � ("(K 0)�)n;where " 2 (K 0)��, yields a ring of analytic functions on �m;n by taking acorresponding inverse limit of Tate rings. This gives the polydisc �m;n thestructure of a rigid analytic variety. But its global functions are, in general,unbounded. Even if one restricts attention to those functions with �nitesupremum norm, the geometric behavior can be pathological. For example,let faigi2N � (K 0)�� be a sequence such that limi!1 jaij = 1. Putf(�) :=X ai�i:



RINGS OF SEPARATED POWER SERIES 7Then f converges and has in�nitely many zeros on �0;1. This follows byrestricting to the closed subdiscs "��1;0 and applying Weierstrass Preparation.The rings Sm;n, de�ned below, represent Noetherian rings (often, K-Banachalgebras) of bounded analytic functions on �m;n with a tractable algebraic andgeometric behavior. We address the issue of the corresponding sheaf theoryin [22].These rings have been used in various contexts. In [16], where the Sm;nwere �rst de�ned, they were used to obtain a uniform bound on the numberof isolated points in �bers of a�noid maps. This result was strengthened in[2] to give a uniform bound on the piece numbers of such �bers. In [11], ringsS0;n were used to lift the rings eK[[�]] in order to obtain analytic informationabout local rings of algebraic varieties over eK. In [17] (and later in [21]),the Sm;n were used to provide the basis for a theory of rigid subanalyticsets; i.e., images of K-analytic maps. This theory of rigid subanalytic setswas developed considerably further in [21], [19], [18], [20]. The manuscript[21] (unpublished) contains a quanti�er simpli�cation theorem suitable forthe development of a theory of subanalytic sets based on the Tate rings. Thatmanuscript was produced in 1995, well before the completion of this paper, andhence it was written to be self contained. As a result the proofs were rather adhoc. In the paper [23] we give a smoother and more general treatment of thatquanti�er simpli�cation theorem, based on some of the machinery developedin this paper, speci�cally the Weierstrass Division and Preparation Theorems(Theorem 2.3.8 and Corollary 2.3.9) and the concept of \generalized ring offractions" developed in Section 5.(The theory of the images of semianalytic sets under proper K-analyticmaps was developed by Schoutens in [32]{[36]. Recently in [12], [37] and [13]Gardener and Schoutens have given a quanti�er elimination in the languageof Denef and van den Dries [9] over the Tate rings Tm, using the results ofRaynaud{Mehlmann [27], Berkovich [3], and Hironaka, [15]. The proof oftheir elimination theorem also depends on the model completeness result of[21], see [23, Section 4].)The theory of the rings Sm;n was not developed systematically in papers[16], [17], [18], [19], [20] and [21]. Instead, partial results were proved asneeded. The accumulation of these partial results convinced us that a system-atic theory of the rings Sm;n would be possible and would provide a naturalbasis for rigid analytic geometry on the polydiscs �m;n. The theory developedin this paper has been applied in [23] to prove a quanti�er elimination theoremwhich provides the basis for the theory of rigid subanalytic sets based on theTate rings, and in [22] which treats the basic sheaf theory of quasi-a�noidvarieties and proves the quasi-a�noid acyclicity theorem. The theory has alsobeen applied in [31] to yield a global Artin Approximation Theorem for the



8 LEONARD LIPSHITZ & ZACHARY ROBINSONpair of rings Hm;n ,! Sm;n, where Hm;n is the algebraic closure of Tm+n inSm;n. Here the Sm;n play the role of a kind of completion of Tate rings.The goals of this paper are (i) to develop the commutative algebra of thepower series rings Sm;n (Section 4) and (ii) to develop the ingredients of sheaftheory for Sm;n-analytic varieties; in particular to show that rational domainsin this setting (which we term quasi-a�noid) satisfy the same universal prop-erty as a�noid rational domains. This provides a foundation for a relativerigid analytic geometry over open polydiscs.In the next few paragraphs we outline the contents of this paper.In Section 2, we de�ne the rings Sm;n of separated power series, prove thatthey are Noetherian and prove two Weierstrass Preparation Theorems as in[16], [17] and [2], one relative to the variables ranging over closed discs, theother relative to the variables ranging over open discs. These WeierstrassPreparation Theorems were crucial in the applications mentioned above. But,because there are two types of variables, a suitably large collection of Weier-strass automorphisms does not exist. Thus these Weierstrass PreparationTheorems do not yield Noether Normalization for quotient rings of the Sm;n(see Example 2.3.5), making the basic theory considerably more di�cult toestablish than in the a�noid case.We are interested in studying properties of quotient rings Sm;n=I. Ina�noid geometry, the key technique is Noether Normalization. The di�cultiesstemming from the failure of Noether Normalization for Sm;n are overcome inSection 3 by a careful analysis of the behavior of restriction maps from �m;nto closed subpolydiscs and to certain disjoint unions of open subpolydiscs.Section 4 contains the Nullstellensatz and results on atness, excellence,and unique factorization. The Nullstellensatz yields a supremum seminormon the maximal ideal space of a quasi-a�noid algebra (i.e., a quotient ring ofSm;n).In Section 5, we relate the behavior of the supremum seminorm to theresidue norm derived from the Gauss norm on Sm;n, patching together uni-form data that hold on a�noid algebras induced by restriction maps. Theresults are used to show that K-algebra homomorphisms of quasi-a�noid al-gebras are continuous, that all residue norms on a quasi-a�noid algebra areequivalent (i.e., the topology of a quasi-a�noid algebra is independent of pre-sentation), and that quasi-a�noid rational domains satisfy an appropriateUniversal Mapping Property. We prove when CharK = 0, and in many casesalso when CharK = p, that on a reduced quasi-a�noid algebra the supremumnorm and the residue norms are equivalent.Section 6 contains some �niteness theorems, in particular it contains a weakanalogue of Zariski's Main Theorem for quasi-�nite maps, which is applied toshow that quasi-a�noid subdomains are �nite unions of R-subdomains.



RINGS OF SEPARATED POWER SERIES 9We employ three di�erent sorts of argument in this paper. The �rst sortof argument, \slicing", combines a generalization of the notion of discretevaluation ring (DVR) and a generalization of the notion of orthonormal basis.Each \level" of a formal power series ring over a DVR projects to a formalpower series ring over a �eld, whose algebraic properties can often be lifted.Similar arguments were employed in [14] and in [4]. The second sort ofargument exploits the relation between residue order and restrictions to closedpolydiscs. A special case of this type of argument was used in [5]. To treat thecase of a discretely valued ground �eld we must understand how generatingsystems of modules behave under ground �eld extension. Here we use thenotion of stable �elds (see [6]). The third sort of argument uses techniquesof commutative algebra to extract information from completions at maximalideals.Following is a telegraphic summary of the principal results of this paper.Theorem 2.1.3. If eK is algebraic over eE thenSm;n(E;K) = K b
EEh�i[[�]]:Corollary 2.2.4. Sm;n is Noetherian.Theorem 2.3.2 and Corollary 2.3.3. Weierstrass Division and Prepa-ration Theorems for Sm;n.Theorem 2.3.8, and Corollary 2.3.9. Weierstrass Division and Prepa-ration Theorems for Ah�i[[�]]s.Theorem 3.1.3. Submodules of (Sm;n)` are v-strict. In particular, idealsof Sm;n are strictly closed.Theorem 3.2.3. Strictness of a generating system is preserved underrestriction to suitably large rational polydiscs.Corollary 3.3.2. For a submodule M � (Sm;n)`, and " large enough��1" (�"(M) � Tm;n(")) =M:Theorems 3.4.3, 3.4.6. The restriction of a quasi-a�noid algebra to asuitably chosen �nite union of open polydiscs is an isometry in residue norms.Theorem 4.1.1. The Nullstellensatz for Sm;n.Corollary 4.2.2. Sm;n is a regular ring of dimension m+ n.Proposition 4.2.3. If CharK = 0, Sm;n is excellent.Proposition 4.2.5. Sm;n is often excellent when CharK = p 6= 0.Theorem 4.2.7. Sm;n is a UFD.Theorem 5.1.5. For a quasi-a�noid algebra, the ring of power-boundedelements is integral over the ring of elements of residue norm � 1.Corollary 5.1.8. Characterization of power-boundedness, topological nilpo-tence and quasi-nilpotence in terms of the supremum seminorm.Theorem 5.2.3, Corollary 5.2.4. Quasi-a�noid morphisms are continu-ous. In particular all residue norms on a quasi-a�noid algebra are equivalent.



10 LEONARD LIPSHITZ & ZACHARY ROBINSONTheorem 5.2.6. Homomorphism Extension Lemma.Proposition 5.3.2. Generalized rings of fractions are well-de�ned.Theorem 5.3.5. Quasi-rational domains satisfy the appropriate universalmapping property.Proposition 5.4.3. Tensor products exist in the category of quasi-a�noidalgebras.Theorems 5.5.3, 5.5.4. In characteristic zero, and often in characteristicp, the residue norm and the supremum norm of a reduced quasi-a�noid algebraare equivalent.Theorem 6.1.2. A quasi-a�noid map that is �nite-to-one is piecewise�nite.Theorem 6.2.2. A quasi-a�noid subdomain is a �nite union of R-subdomains.Corollary 6.2.3. Quasi-a�noid subdomains are open.



RINGS OF SEPARATED POWER SERIES 112. Rings of Separated Power SeriesIn this section, we de�ne the rings Sm;n = Sm;n(E;K) of separated powerseries, prove that these rings are Noetherian (Corollary 2.2.4) and that theysatisfy Weierstrass Preparation and Division theorems (Corollary 2.3.3 andTheorem 2.3.2), but not (Example 2.3.5) Noether Normalization.2.1. De�nitions. | Let K be a �eld, complete with respect to a non-trivialultrametric absolute value j�j : K ! R+ , letK� denote the valuation ring ofK,let K�� denote its maximal ideal and let � : K� ! eK := K�=K�� denote thecanonical residue epimorphism. Throughout this paper, we will be concernedwith power series whose coe�cients lie in certain subrings B of K� calledquasi-Noetherian rings.Let B be a valued subring of K� such that each x 2 B with jxj = 1 isa unit of B (such rings are called B-rings.) It follows from the ultrametricinequality that B is a local ring. The ring B is called quasi-Noetherian i�for each ideal a of B there is a zero-sequence fxigi2N � a (called a quasi-�nite generating system) such that each a 2 a can be written in the forma = Pi�0bixi for some elements bi 2 B. However, not all such sums need belongto a. (See [6, Section 1.8] and [14].)We will make use of the following properties of quasi-Noetherian ringswithout further reference. Clearly, any subring B � K� which is a DVRis quasi-Noetherian, since it is Noetherian. Let B � K� be quasi-Noetherian.For any zero sequence faigi2N � K�, the local ringA := B [a0; a1; : : : ]fa2B[a0;a1;::: ]:jaj=1gis quasi-Noetherian ([6, Proposition 1.8.2.4]). The completion of B is itselfquasi-Noetherian ([6, Proposition 1.8.2.2]). The value semigroup jB n f0gj �R+ n f0g is discrete ([6, Corollary 1.8.1.3]). Therefore, there is a sequencefbigi2N � B n f0g with jB n f0gj = fjbijgi2N and 1 = jb0j > jb1j > � � � . Thesequence of ideals Bi := fb 2 B : jbj � jbijg; i 2 Nis called the natural �ltration ofB. Note that B1 is the unique maximal idealof B. By eB denote the residue �eld B=B1 of B. For i 2 N, put eBi := Bi�Bi+1;then eB = eB0 � eK. Since B1 � Bi � Bi+1, the B-modules eBi can be viewedin a canonical way as eB-vector spaces. Each eB vector space eBi is �nite-dimensional; in fact, this property characterizes the class of quasi-Noetherianrings ([6, Theorem 1.8.1.2]). For i 2 N we may identify the eB-vector space eBiwith the eB-vector subspace �b�1i Bi�� of eK via the map�i : (a+Bi+1) 7! �b�1i a�� :



12 LEONARD LIPSHITZ & ZACHARY ROBINSONWhen i > 0, this identi�cation of eBi with a eB-vector subspace of eK is notcanonical; it will, however, be used frequently.Let R be a ring and let fa�g�2I be an inverse system of ideals of R. Whenwe endow R with the topology induced by taking fa�g�2I to be a system ofneighborhoods of 0, R is said to be a ring with a linear topology. In thissubsection, we will assume that R is complete and Hausdor� in this lineartopology. For example, let R be a subring of K�; then the topology inducedon R by the absolute value j � j is a Hausdor� linear topology.Let � = (�1; : : : ; �m) be variables. A formal power series P a��� withcoe�cients in R is called strictly convergent i� fa�g�2Nm is a zero-sequencein R. By Rh�i, we denote the collection of all strictly convergent power series;it is a subring of the formal power series ring R[[�]]. The ring Rh�i is completeand Hausdor� in the uniform topology; i.e., in the linear topology given bythe system of ideals fa� � Rh�ig�2I . In case R = K�, by Kh�i, we denote theK-algebra K 
R Rh�i of strictly convergent power series over K.Let � = (�1; : : : ; �n) be variables. ThenRh�i[[�]] = R [[�]]h�iwhen we endow R [[�]] with the product topology; i.e., the topology inducedby the inverse system of ideals�(�)d + Xj�j<d �� � a�� [[�]]�d2N :In case R carries the discrete topology, Rh�i = R [�] andR [�][[�]] = R [[�]]h�i ;where R [[�]] carries the (�)-adic topology. If R � K� then the absolute valuej�j on R induces a linear topology, and j�j extends to an R-module norm onRh�i[[�]] called the Gauss norm, given byX�� f������ := sup�� jf�� j :These de�nitions will be used in Subsection 2.3 where we discuss WeierstrassDivision Theorems.De�nition 2.1.1. | Fix a complete, quasi-Noetherian subring E � K�and, if CharK = p > 0, assume in addition that E is a DVR. Let � =(�1; : : : ; �m) and � = (�1; : : : ; �n) be variables. We de�ne a K-subalgebraSm;n(E;K) of K [[�; �]], called a ring of separated power series.Let B be the family of quasi-Noetherian subrings of K� which consists ofall local rings of the form�E[a0; a1; : : : ]fa2E[a0;a1;::: ]:jaj=1g�b;



RINGS OF SEPARATED POWER SERIES 13where b denotes completion in j � j, and where faigi2N � K� is a zero-sequence.Then put Sm;n = Sm;n(E;K) := K 
K�  lim�!B2BBh�i [[�]]! ;S�m;n := lim�!B2BBh�i[[�]];S��m;n := K�� � S�m;n;eSm;n := lim�!B2B eB[�][[�]]:For f =P a������ 2 Sm;n we de�ne the Gauss norm of f bykfk := sup�;� ja�;� j:Note that Sm;n contains the Tate ring Tm+n(K) = Kh�; �i and Sm;0coincides with Tm. In case K = Qp , the �eld of p-adic numbers, we haveSm;n = Qp 
Zp Zph�i[[�]], where Zp denotes the ring of p-adic integers. WhenK is algebraically closed and E is a DVR with E � K� and eE = eK, the ringsSm;n(E;K) are the rings de�ned in [17]. Following the usage in [17], when Eis understood, we may writeKh�i [[�]]s := Sm;n(E;K):(The subscript s stands for \separated".) In the case that eE = eK the ringsS0;n and their quotient rings are the formal completions considered in [11,Section 2.3.2,], and used to derive properties of the formal localizations. Thedescription of these rings given in De�nition 2.1.1 is due to Bartenwerfer [2].The family B, described in De�nition 2.1.1, satis�es the following proper-ties, which we use without further reference.(a) B forms a direct system under inclusion,(b) lim�!B2BB = K�,(c) for each B 2 B and b 2 B there is some B0 2 B with (b�1B\K�) � B0,and(d) for any B 2 B and any zero-sequence faigi2N � K�,�B[a0; a1; : : : ]fa2B[a0;a1;::: ]:jaj=1g�b2B:If E � E0 and K � K 0 thenSm;n(E;K) � Sm;n(E0;K 0):IfK 0 is a �nite algebraic extension ofK then Sm;n(E;K 0) = K 0
KSm;n(E;K).



14 LEONARD LIPSHITZ & ZACHARY ROBINSONRemark 2.1.2. | The following are easy consequences of the properties ofB-rings (cf. [2] and [17]).(i) If f =P a�;����� 2 Sm;n thenkfk = sup�;� ja�� j = max�;� ja�� j;i.e., the supremum is attained.(ii) We have the following characterizations of the subring S�m;n, the idealS��m;n, and the residue ring eSm;n:S�m;n = ff 2 Sm;n : kfk � 1g;S��m;n = ff 2 Sm;n : kfk < 1g andeSm;n = S�m;n=S��m;n:As in [6, Corollary 1.5.3.2], the Gauss norm k � k is an absolute value on Sm;nextending that on K.The canonical residue epimorphism �: K� ! eK extends to the residueepimorphism �: S�m;n ! eSm;n :P a������ 7!Pea������ . Let I be an ideal ofSm;n, and put I� := S�m;n \ I. Since �: S�m;n ! eSm;n is surjective, the imageof I� under � is an ideal of eSm;n, which we denote by eI.In general the Sm;n(E;K) are not complete in k � k. However, for manychoices of E � K they are. When eK is algebraic over eE, we will show thatSm;n(E;K) = K b
EEh�i[[�]];where b
E denotes the complete tensor product of normed E-modules (see [6,Section 2.1.7]). This situation is clari�ed in the next theorem. Observe thatthe natural map� : K 
E Eh�i[[�]]! K[[�; �]] :X�i 
 fi 7!X aifiis injective. Indeed, it is easy to see that the �eld of fractions Q(E) of E isa at E-algebra. Hence, K[[�; �]], being a Q(E)-vector space, is also a at E-algebra. It now follows from [25, Theorem 7.6], that Ker� = (0). The imageof � is contained in Sm;n(E;K). Moreover, since � is contractive, it extendsto a map b� : K b
EEh�i[[�]]! K[[�; �]]:It is not hard to see that the image of b� is contained in Sm;n(E;K), whenSm;n(E;K) is complete (see below).



RINGS OF SEPARATED POWER SERIES 15Theorem 2.1.3. | Let n > 0. (i) Sm;n(E;K) is k � k-complete if, and onlyif, eK has �nite transcendence degree over eE. In that case let E0 � K� be a�nitely generated extension of E such that eK is algebraic over eE0. ThenSm;n(E;K) = Sm;n(E0;K) = K b
E0E0h�i[[�]];where b
E0 denotes complete tensor product of normed E0-modules (see [6,Section 2.1.7]).(ii) There is a quasi-Noetherian ring E0, E � E0 � K�, such that Sm;n(E0;K)is k � k-complete (and contains Sm;n(E;K)).(iii) eSm;n(E;K) is (�)-adically complete if, and only if, eK is a �nitelygenerated �eld extension of eE.(iv) S�m;n(E;K) is (�)-adically complete if, and only if, eK is a �nitelygenerated �eld extension of eE and K is discretely valued. (In which casewe may take E = K�.)Proof. | (i) Suppose that eK has in�nite transcendence degree over eE. Letti 2 K�, i 2 N, be such that the eti are algebraically independent over eE. Letfi = P1j=1 tji�j1 2 S0;1 � Sm;n (n > 0). Choose a 2 K�� (i.e., jaj < 1). Theseries f = P1i=1 aifi is Cauchy in k � k but does not belong to Sm;n. Indeedfor any B 2 B, eB is a �nitely generated �eld extension of eE and for i � 1, eBiis a �nite dimensional vector space over eB. Hence f 62 B[[�1]].For the converse, assume that eK is of �nite transcendence degree overeE. Note that if E0 2 B then Sm;n(E;K) = Sm;n(E0;K). Hence we mayassume that eK is algebraic over eE. Let fi 2 S�m;n with kfik ! 0. Thereare ai 2 K� with jaij = kfik and B(i) 2 B such that 1ai fi 2 B(i)h�i[[�]], i.e.,fi 2 aiB(i)h�i[[�]]. Let B(i) = B(i)0 � B(i)1 � : : :be the natural �ltration of B(i). Since eK is algebraic over eE, each �eldeB(i)0 = eB(i), and hence each eB(i)j , is a �nite-dimensional eE-vector space.Let eB(i)j be generated over eE by the residues modulo B(i)j+1 of bijk 2 B(i)j ,k = 1; : : : ;dim eB(i)j . Let fcigi2N be a rearrangement of faibijk : i 2 N; j 2N; k = 1; : : : ;dim eB(i)j g in non-increasing size. (Recall that ai ! 0.) PuttingB := (E[c0; c1; : : : ]fa2E[c0;c1;::: ]:jaj=1g)b2 Byields aiB(i) � B for all i andPi fi 2 Bh�i[[�]]. Hence Sm;n(E;K) is complete.As we observed above, there is a map b� : K b
EEh�i[[�]] ! Sm;n. If eK isalgebraic over eE then for every B 2 B, eB and the eBi are all �nite-dimensional



16 LEONARD LIPSHITZ & ZACHARY ROBINSONeE vector spaces. Hence for each B 2 B, there is a map� : Bh�i[[�]]! K b
EEh�i[[�]];which is a left inverse of b�.(ii) Repeated use of [6, Proposition 1.8.2.3 and Theorem 1.8.1.2], shows thatthere is a quasi-Noetherian ring E0, E � E0 � K�, such that eK is an algebraicextension of eE0. Hence Sm;n(E;K) � Sm;n(E0;K) and by (i) Sm;n(E0;K) iscomplete.(iii) If eK is a �nitely generated �eld extension of eE then replacing E by asuitable �nitely generated extension we may assume that eE = eK. But theneSm;n = eE[�][[�]];which is (�)-adically complete.If, on the other hand, there are eti 2 eK such that eti+1 62 eE(et1; : : : ;eti) thenf := Peti�i1 62 eSm;n, since for every B 2 B, eB is a �nitely generated �eldextension of eE.(iv) If K is not discretely valued there are ai 2 K� with jaij < jai+1j < 1for i = 0; 1; 2; : : : . ThenPi ai�i1 62 Sm;n. On the other hand, if eK is a �nitelygenerated extension of eE and K is discretely valued, then K� 2 B.Remark 2.1.4. | (i) Suppose CharK = p 6= 0. In this case we require E tobe a complete DVR. By the Cohen Structure Theorem ([25, Theorem 29.4]),E has a coe�cient �eld (i.e., an isomorphic copy of eE � E) which we alsodenote by eE). If � is a prime of E then eE � E = eE[�]b. Thus Sm;n(E;K) =Sm;n( eE;K). Hence we could have required in the equicharacteristic p casethat E � K be a �eld, without loss of generality.(ii) Let K be a perfect �eld of characteristic p, and let E � K� be asub�eld. Then there is a �eld E0, E � E0 � K�, with E0 perfect and eKalgebraic over eE0. Hence, using (i) above, for any DVR E � K� there is a�eld E0 � K� such that Sm;n(E;K) � Sm;n(E0;K), Sm;n(E0;K) is completein k�k and Sm;n(E0;K) is a �nite Sm;n(E0;K)p{module. (The monomials ����with 0 � �i < p, 0 � �j < p, form a basis.)By de�nition, S�m;n is the direct limit of complete rings (the Bh�i[[�]]). Nextwe show that while Sm;n may not be a complete K-algebra it is the directlimit of complete F -algebras for some complete, nontrivially valued sub�eldF of K. This decomposition will be used in Subsection 5.2.Let F be a complete sub�eld of K such that F � is a DVR and eF is �nitelygenerated as a �eld. (For example, in the mixed characteristic case let F = Qp ,the �eld of p-adic numbers, and in the equicharacteristic case let F be thefraction �eld of Q [[t]] or Fp [[t]], depending on the characteristic of K, where



RINGS OF SEPARATED POWER SERIES 17t 2 K��.) Let B0 2 B. There is a B 2 B such that B0 [ F � � B. Considerthe F -algebra F b
F �Bh�i[[�]]:By the de�nition of the complete tensor product b
 this is an F -Banachalgebra (i.e., is complete in k � k). In general there is no B00 2 B such that(F b
F �Bh�i[[�]])� � B00h�i[[�]]. However, the natural map� : F 
F � Bh�i[[�]]! Sm;n :X�i 
 fi 7!X�ifiis an isometry because F �
F �Bh�i[[�]] = Bh�i[[�]]. The next proposition showsthat � extends to F b
F �Bh�i[[�]].Proposition 2.1.5. | With the above notation,F b
F �Bh�i[[�]] � Sm;n(E;K):Indeed Sm;n = lim�!F ��B2BF b
F �Bh�i[[�]]:Proof. | It is su�cient to show that if f 2 F b
F �Bh�i[[�]] and kfk � 1 thenthere is a B00 2 B such that f 2 B00h�i[[�]]. Let f 2 F b
F �Bh�i[[�]] withkfk � 1. Then there are fi 2 Bh�i[[�]] and mi 2 N such that f = P��mifi,where � is a prime of F �, and k��mifik ! 0. Hence for each i there is anullsequence faijgj2N with ��mifi 2 B0h�i[[�]], whereB0 := (B[aij : j 2 N]fa2B[aij :j2N]:jaj=1g)band jaij j � k��mifik for all i and j. Since k��mifik ! 0, any rearrangementof the double sequence faijgi;j2N as a sequence will be a null-sequence. Letfcigi2N be such a rearrangement. Then ifB00 := �B[c0; c1; : : : ; ]fa2B[c0;c1;::: ]:jaj=1g� b;f 2 B00h�i[[�]].In general the F -Banach Algebras F b
F �Bh�i[[�]] � Sm;n constructed aboveare not Noetherian and the Weierstrass Preparation and Division Theoremsneed not hold in them. An argument similar to the proof of Proposition 2.1.5shows that we can writeSm;n(E;K) = lim�!B2B(K � Bh�i[[�]])bas the direct limit of K-Banach Algebras. These K-Banach algebras likewisemay fail to satisfy the Weierstrass Preparation and Division Theorems ofSubsection 2.3.



18 LEONARD LIPSHITZ & ZACHARY ROBINSONRemark 2.1.6. | (i) The rings Sm;n = Sm;n(E;K) can have quite di�erentproperties depending on the choice of E. As we saw in Theorem 2.1.3, if eEis large enough the Sm;n(E;K) will be complete and the eSm;n may even be(�)-adically complete. On the other hand if eE � eK is small, the Sm;n will befar from complete and the eSm;n far from (�)-adically complete. Nevertheless,for all choices of E, S�m;n is, by de�nition, the direct limit of the k � k-completeand (�)-adically complete rings Bh�i[[�]], and this key property allows thedevelopment of the theory.(ii) There is a larger class of power series rings in which many of the resultsand proofs of this paper remain valid. This larger class is de�ned as follows.Fix a family B of complete, quasi-Noetherian subrings B � K� that satisfythe properties (a), (b), (c) and (d) listed after De�nition 2.1.1, and putSm;n = Sm;n(B;K) := K 
K� lim�!B2BBh�i[[�]]:Example 2.1.7 shows that this de�nition is more general.(iii) If we wished to work over complete rings we could also have pro-ceeded as follows: Form the rings Sm;n(E;K) as in De�nition 2.1.1, or therings Sm;n(B;K) de�ned above, and then take their completions Sm;nb =Sm;n(E;K)bor Sm;n(B;K)b. In general the rings Sm;n(E;K)bwould be dif-ferent from the rings Sm;n(E0;K) for any E0. However all the results of thepaper are true for these rings Sm;nb . The proofs that use \slicing" argumentsmay be modi�ed as follows. Though an arbitrary f 2 (Sm;nb )� need not belongto Bh�i[[�]] for any B 2 B, there is an increasing sequence B(0) � B(1) � : : :from B and f (i) 2 B(i)h�i[[�]] such that kf � f (i)k ! 0.Example 2.1.7. | We give an example of a B, as in Remark 2.1.6(ii),such that there is no E with Sm;n(B;K) � Sm;n(E;K). Consider F =Fp(t1; t2; : : : )(z) with absolute value derived from the (z)-adic valuation andlet K be the completion of the algebraic closure of F . Let f�ig be a sequenceof positive rationals converging to zero, and de�ne inductivelyE0 := Fp(ti + z�i ; i 2 N)Ei := �Ei�1[tp�ni : n 2 N]fa2Ei�1 [tp�ni : n2N] : jaj=1g� b :Let Bi be the family of all quasi-Noetherian rings of the form�Ei[a0; a1; : : : ]fa2Ei[a0;a1::: ]:jaj=1g� bwhere faigi2N is a null sequence from K�, and letB := [iBi:



RINGS OF SEPARATED POWER SERIES 19We will show that for n > 0 there is no complete DVR E � K� such thatSm;n(B;K) � Sm;n(E;K). Suppose that Sm;n(B;K) � Sm;n(E;K). Since Kis algebraically closed, by Remark 2.1.4 we may assume that E � K� is a �eldand that eE = eK.Note that Ei has a countable dense subset fc0; c1; : : : g. HenceX ci�i1 2 Sm;n(B;K) � Sm;n(E;K):Therefore for each i 2 N there is a zero sequence fa1; a2; : : : g from K� suchthat Ei � �E[a1; a2 : : : ]fa2E[a1;a2;::: ]:jaj=1g�b =: E0i:Since eE = eK we may assume that jaj j < 1 for all j. Since tp�ni 2 Ei, there areenj 2 E0i with en0 2 E such thattp�ni = en0 + 1Xj=1 enjaj :Then ti = epnn0 + 1Xj=1 epnnjapnj :Since jaj j < 1 for all j, we see that the sequence epnn0 converges to ti. SinceE � K� is a �eld the absolute value is trivial on E and hence ti 2 E. The quasi-Noetherian ring E00 contains both E and E0. Thus it contains the elementsz�i , i 2 N. Since jz�i j = p��i this contradicts the discreteness of the valuesemigroup of E00. One can construct a similar counterexample in characteristiczero.Remark 2.1.8. | We will use the term a�noid to refer to objects de�nedover the Tate rings and the term quasi-a�noid to refer to objects de�nedover rings of separated power series. Hence, for example, an a�noid algebrais a quotient of a Tm and a quasi-a�noid algebra is a quotient of an Sm;n.2.2. Noetherianness. | In this subsection, we lift the Noetherian propertyof the residue rings eSm;n to the Sm;n by lifting generators of ideals. This alsoyields the property that ideals of Sm;n are strictly closed in k � k, a propertythat will be further analyzed in Subsection 3.1.Lemma 2.2.1. | Suppose A = lim�!A� is a Noetherian ring which is thedirect limit of the rings A�. Put A := lim�!A� [[�]] � A[[�]]. The following areequivalent:(i) A is Noetherian.(ii) A[[�]] is a at A-algebra.



20 LEONARD LIPSHITZ & ZACHARY ROBINSON(iii) A[[�]] is a faithfully at A-algebra.(iv) Each ideal of A is closed in the (�)-adic topology.If each A� is Noetherian and if for every � there is some � � � such that Ais a at A�-algebra, then A[[�]] is a at A-algebra.Proof. | It is no loss of generality to assume that each A� � A. We �rstshow (i) ) (ii) ) (iii) ) (iv) ) (i).(i) ) (ii). Let I be the ideal of A generated by the variables �1; : : : ; �n.Since A[[�]] is Noetherian and since I �A[[�]] is contained in the Jacobson radicalof A[[�]], A[[�]] is I-adically ideal separated as an A-module. Since for every` 2 N A�I` = A[[�]]�(�)`;(ii) follows from (i) by the Local Flatness Criterion ([25, Theorem 22.3]).(ii) ) (iii). Let I be any ideal of A; then I � A[[�]] is the unit ideal if, andonly if, for some f1; : : : ; f` 2 I and �1; : : : ; �` 2 A, the constant term ofP�ifiis a unit. The latter condition holds if, and only if, I generates the unit idealof A. Therefore (iii) follows from (ii) by [25, Theorem 7.2].(iii) ) (iv). Since A[[�]] is Noetherian and since (�) � A[[�]] is contained inthe Jacobson radical, each ideal of A[[�]] is closed in the (�)-adic topology bythe Krull Intersection Theorem ([25, Theorem 8.10 (i)]). Let I be any idealof A; then the (�)-adic closure of I in A is equal to I � A[[�]] \ A. Hence toprove (iv), we must show that I = I �A[[�]]\A. If A[[�]] is faithfully at overA, this follows from [25, Theorem 7.5].(iv) ) (i). Let I be an ideal of A. Since A[[�]] is Noetherian, there are�nitely many elements f1 : : : ; f` of I which generate the ideal I �A[[�]]. Let Jbe the ideal of A generated by f1; : : : ; f`. To prove (i), we show that J = I.If each ideal of A is closed in the (�)-adic topology, then, as above,I = A\ I � A[[�]]= A\ J � A[[�]]= J;proving (i).Now suppose that each A� is Noetherian and that for every � there is some� � � such that A is a at A�-algebra. We show that A[[�]] is a at A-algebra.If A is a at A�-algebra thenA[�] = A
A� A� [�]is a at A� [�]-algebra. Since, in addition, A is Noetherian, by the Artin-Rees Lemma ([25, Theorem 8.6]), the A� [�]-module A[�] is (�)-adically ideal-separated. Since A� [�] is Noetherian, by the Local Flatness Criterion ([25],Theorem 22.3), for every ` 2 N, A[�]�(�)` is a at A� [�]�(�)`-algebra. Since



RINGS OF SEPARATED POWER SERIES 21A[[�]]�(�)` = A[�]�(�)` and A� [[�]]�(�)` = A� [�]�(�)`, and since �1; : : : ; �nare contained in the Jacobson radical of A[[�]], by another application of thelocal atness criterion, A[[�]] is a at A� [[�]]-algebra. To show that A[[�]] isa at A-algebra, we use [25], Theorem 7.6. Suppose f1; : : : ; f` 2 A; then forsome � such that A[[�]] is a at A� [[�]]-algebra, f1; : : : ; f` 2 A� [[�]]. Suppose,furthermore, for some g1; : : : ; g` 2 A[[�]] that P gifi = 0. Since A[[�]] is aat A� [[�]]-algebra, there are r 2 N, 'ij 2 A� [[�]] and j 2 A[[�]], 1 � i � `,1 � j � r, such thatXi fi'ij = 0 for all j; and gi =Xj 'ijj for all i:Since A� [[�]] � A, it follows immediately that A[[�]] is a at A-algebra.The following is an immediate consequence of Lemma 2.2.1, taking the A�to be the eB[�], B 2B.Corollary 2.2.2. | The residue rings eSm;n are Noetherian; each ideal ofeSm;n is closed in the (�)-adic topology.The next lemma allows us to lift generators of an ideal eI of eSm;n to gener-ators of the ideal I of Sm;n.Lemma 2.2.3. | Let I � Sm;n be an ideal and let g1; : : : ; gr 2 I� be suchthat feg1; : : : ; egrg generates eI. Let f 2 S�m;n and choose B 2 B such thatf; g1; : : : ; gr 2 Bh�i[[�]]. Suppose that kf � hk < kfk for some h 2 I. Thenthere are f1; : : : ; fr 2 Bh�i[[�]] withf � rXi=1 figi < kfk(2.2.1)and kfk = max1�i�r kfik.Proof. | Let B = B0 � B1 � � � � be the natural �ltration of B, and supposef 2 Bph�i[[�]] n Bp+1h�i [[�]] :Find bp 2 B with Bp = fb 2 B : jbj � jbpjg, let �p : Bp ! eBp � eK be theB-module residue epimorphism a 7! (b�1p a)�, and writeeK = eBp � Vfor some eB-vector space V . This implies thateK [�][[�]] = eBp [�][[�]]� V [�][[�]](2.2.2)as eB [�][[�]]-modules. (This useful decomposition can be found in [14].)



22 LEONARD LIPSHITZ & ZACHARY ROBINSONSince kf � hk < kfk for some h 2 I, we have �p(f) 2 eI. Since eg1; : : : ; egrgenerate eI, we have �p(f) = rXi=1 efiegi 2 eBp[�][[�]]for some ef1; : : : ; efr 2 eK [�][[�]]. By (2.2.2), we may assume ef1; : : : ; efr 2eBp [�][[�]]. Thus there are f1; : : : ; fr 2 Bph�i[[�]] corresponding to ef1; : : : ; efrunder the residue map �p. Clearly, kf �P fjgjk < kfk.Since each B 2 B has discrete value semigroup and since Bh�i[[�]] iscomplete in k�k, Lemma 2.2.3 implies that the separated power series ringsare Noetherian.Corollary 2.2.4. | (cf. [17], Proposition 2.6.2.) The rings Sm;n are Noethe-rian. Indeed, let I � Sm;n be an ideal and suppose the residues of g1; : : : ; gr 2I� generate eI in eSm;n. Then for every f 2 I there are f1; : : : ; fr 2 Sm;n withf = rXi=1 figi;and kfk = max1�i�r kfik. Moreover, if for some B 2 B, f; g1; : : : ; gr 2Bh�i[[�]], then f1; : : : ; fr may also be taken to lie in Bh�i[[�]].In fact, Lemma 2.2.3 yields the slightly stronger result, Corollary 2.2.6.De�nition 2.2.5. | (cf. [6, De�nition 1.1.5.1].) Let (A; v) be a multiplica-tively valued ring. An ideal I of A is called strictly closed in v i� for everyf 2 A there is some g 2 I such that v(f � g) � v(f � h) for every h 2 I.Corollary 2.2.6. | Ideals of Sm;n are strictly closed in k�k. Indeed, letI � Sm;n be an ideal and suppose the residues of g1; : : : ; gr 2 I� generate eI ineSm;n. Then for every f 2 Sm;n there are f1; : : : ; fr 2 Sm;n withf � rXi=1 figi � kf � hkfor every h 2 I, and kfk � max1�i�r kfik. Moreover, if for some B 2 B,f; g1; : : : ; gr 2 Bh�i[[�]], then f1; : : : ; fr may be taken to lie in Bh�i[[�]].Taking n = 0 in the above, we obtain [6, Corollary 5.2.7.8].In Subsection 3.1, we will be interested in some re�nements of Corol-lary 2.2.6.



RINGS OF SEPARATED POWER SERIES 23De�nition 2.2.7. | Let I be an ideal of Sm;n. For f 2 Sm;n, we de�ne theresidue norm kfkI := inffkf � hk : h 2 Ig:From Corollary 2.2.6, it follows that there is some h 2 I such that kfkI =kf � hk.The direct sum (Sm;n=I)` is a normed (Sm;n=I)-module viak � kI : (Sm;n=I)` ! R+ : (f1; : : : ; f`) 7! max1�i�` kfikI :We will be concerned with submodulesM of (Sm;n=I)`, which will be endowedwith the norm k � kI . Residue modules play an important role.De�nition 2.2.8. | Let (M; j � j) be a normed K-module. By M� andM��denote, respectively, the K�-modulesM� : = ff 2M : jf j � 1g andM�� := ff 2M : jf j < 1g:We de�ne the residue module fM byfM :=M�=M��:It is a eK-module.From Corollary 2.2.6, it follows that(Sm;n=I)� = S�m;n=I� and (Sm;n=I)� = eSm;n=eI:2.3. Weierstrass Division Theorems. | We recall in Theorem 2.3.2 theWeierstrass Division Theorems for the rings Sm;n (see [16] and [17]) in theform given in [2, Section 1.2]. These will be used in Section 4 and extensively inSection 5. In Theorem 2.3.8, we prove an extension of these division theoremsto handle Weierstrass divisors with coe�cients in a quasi-a�noid algebra. Thestatement and proof of Theorem 2.3.8 rely on results of Sections 4 and 5, butthe theorem itself is only used in Section 6 and in [23].De�nition 2.3.1. | (cf. [17, Sections 2.3 and 2.4].) An element f 2 eSm;nis regular in �m of degree s i� for some c 2 eK, cf is congruent modulo(�) � eSm;n to a monic polynomial in �m of degree s. An element f 2 eSm;n isregular in �n of degree s i� f(�; 0; : : : ; 0; �n) = �sn � g(�; �n) for some unitg 2 eK[�][[�n]]. An element f 2 Sm;n n f0g is regular of degree s in �m(respectively, �n) i� for some c 2 K, (cf)� 2 eSm;n is regular of degree s in �m(respectively, �n).



24 LEONARD LIPSHITZ & ZACHARY ROBINSONThe formal power series ring eB[�][[�]], whence eSm;n, has the usual localWeierstrass Division Theorem for elements regular in �, as in [41, Theo-rem VI.1.5]. As in [1, Section 2.2] or in [17, Proposition 2.4.1], this liftsto the complete, linearly topologized ring Bh�i[[�]]. As explained in Subsec-tion 2.1, eB[�][[�]] is equal to the strictly convergent power series ring eB[[�]]h�i.The Euclidean Division Theorem for eB[�] lifts to a Weierstrass Division The-orem in eB[[�]]h�i for elements regular in �, as in [6, Theorem 5.2.1.2]. Thismay be lifted to Bh�i[[�]] as in [17, Proposition 2.3.1], or as in [2, Section 1.2],using the Hensel's Lemma of [8, Section 4]. This yields the following theorem.Theorem 2.3.2. | (Weierstrass Division Theorem, cf. [17, Proposi-tions 2.3.1 and 2.4.1].) Let f; g 2 S�m;n with kfk = 1.(i) If f is regular in �m of degree s, then there exist unique q 2 S�m;n andr 2 S�m�1;n [�m] of degree at most s�1 such that g = qf+r. If g 2 I �S�m;nfor some (closed) ideal I of S�m�1;n, then q; r 2 I � S�m;n.(ii) If f is regular in �n of degree s, then there exist unique q 2 S�m;n andr 2 S�m;n�1 [�n] of degree at most s�1 such that g = qf+r. If g 2 I �S�m;nfor some (closed) ideal I of S�m;n�1, then q; r 2 I � S�m;n.Moreover, if f; g 2 Bh�i[[�]] for some B 2 B, also, q; r 2 Bh�i[[�]].Dividing �sm (or �sn) by an element f 2 Sm;n regular in �m (or �n) of degrees, we obtain the following corollary.Corollary 2.3.3. | (Weierstrass Preparation Theorem) Let f 2 S�m;nwith kfk = 1.(i) If f is regular in �m of degree s, then there exist a unique unit u ofS�m;n and a unique monic polynomial P 2 S�m�1;n [�m] of degree s suchthat f = u � P ; in addition, P is regular in �n of degree s.(ii) If f is regular in �n of degree s, then there exist a unique unit u ofS�m;n and a unique monic polynomial P 2 S�m;n�1 [�n] of degree s suchthat f = u � P ; in addition, P is regular in �n of degree s.Moreover, if f 2 Bh�i[[�]] for some B 2 B, also u; P 2 Bh�i [[�]].Unlike the rings B [[�; �]] and Bh�; �i, there may be no automorphism ofSm;n under which a given element f with kfk = 1 becomes regular (seeExample 2.3.5).De�nition 2.3.4. | (cf. [17, Section 3.12].) An element f =P f�(�)�� 2eSm;n is preregular in � of degree �0 i� f�0 6� 0 modulo (�) � eSm;n andf� � 0 modulo (�) � eSm;n for all � lexicographically larger than �0. An elementf =P f�(�)�� 2 eSm;n is preregular in � of degree �0 i� f�0 2 eK n f0g andfor all lexicographically smaller indices �, f� = 0. An element f 2 Sm;n n f0g



RINGS OF SEPARATED POWER SERIES 25is preregular in � of degree �0 (respectively, in � of degree �0)) i� forsome c 2 K, (cf)� 2 eSm;n is preregular of the same degree.If f is preregular in � (respectively, �) then after an automorphism ofthe form � 7! �, �m 7! �m, �i 7! �i + �cim (respectively, � 7! �, �n 7! �n,�j 7! �j + �cjn ) f becomes regular in �m (respectively, �n) of some degree s.Such automorphisms are called Weierstrass automorphisms.Example 2.3.5. | The element � � � 2 S1;1 is not preregular. Indeed, thereis no �nite monomorphism Sm;n ! S1;1=(��) for any m;n 2 N. Since the mapS1;0 � S0;1 ! S1;1=(��) : (f; g) 7! f + gis surjective and dimS1;0 = dimS0;1 = 1 (see Corollary 4.2.2), we must havedim(S1;1=(��)) = 1. Thus, if there were a �nite monomorphism' : Sm;n ! S1;1=(��);either m = 1 and n = 0, or m = 0 and n = 1. We treat the case m = 1 andn = 0. Let � : S1;1=(��)! S0;1 = S1;1=(��; �)be the canonical projection. Since � is surjective,� � ' : S1;0 ! S0;1is �nite. Since dimS0;1 = 1, ��'must be injective. By [6, Proposition 3.8.1.7],we can reduce modulo K�� to obtain a �nite eK-algebra homomorphism(� � ')� : eK [�]! eS0;1:But such a map cannot exist, since the transcendence degree of eS0;1 over eK isin�nite.Remark 2.3.6. | For every nonzero f 2 S0;n, there is a Weierstrass au-tomorphism of S0;n under which f becomes regular in �n of some degree.Therefore, arguing as in [6, Theorem 6.1.2.1], one proves the following versionof Noether Normalization: Let d be the Krull dimension of S0;n=I; then thereis a �nite K-algebra monomorphism ' : S0;d ! S0;n=I.In De�nition 5.2.7, we will de�ne the ring Ah�i[[�]]s � A [[�; �]] of separatedpower series with coe�cients in a quasi-a�noid algebra A. Using the results ofSubsection 5.2, we state and prove here relative Weierstrass Division Theoremsfor such rings. These theorems will be used only in Section 6 and in [23].De�nition 2.3.7. | Let A be a quasi-a�noid algebra. By the ExtensionLemma, Theorem 5.2.6, for each x 2 MaxA, there is a unique homomorphism"x : Ah�1; : : : ; �mi[[�1; : : : �n]]s ! Sm;n(E;A=x)



26 LEONARD LIPSHITZ & ZACHARY ROBINSONextending the map A! A=x and preserving the variables � and �. An elementf 2 Ah�i[[�]]s is regular in �m (respectively, �m) of degree s i� for eachx 2 MaxA, "x(f) 2 Sm;n(E;A=x) is regular in �m (respectively, �n) of degrees. Preregular elements are de�ned similarly.Theorem 2.3.8. | (Weierstrass Division Theorem) Let A be a quasi-a�noid algebra, and let f; g 2 Ah�i[[�]]s.(i) If f is regular in �m of degree s, then there exist unique q 2 Ah�i[[�]]sand r 2 Ah�0i[[�]]s[�m] of degree at most s�1 such that g = qf+r (where�0 = (�1; : : : ; �m�1).)(ii) If f is regular in �n of degree s, then there exist unique q 2 Ah�i[[�]]sand r 2 Ah�i[[�0]]s[�n] of degree at most s� 1 such that g = qf + r (where�0 = (�1; : : : ; �n�1).)Proof. | (i) Existence. Writef =X�;� a������ =Xi�0 fi�im:Since f is regular in �m of degree s, for each x 2 MaxA, "x(fs) is a unit ofSm�1;n(E;A=x). It follows by the Nullstellensatz, Theorem 4.1.1, that fs isa unit of Ah�i[[�]]s. Since "x(f�1s ) � "x(f) is regular in �m of degree s for eachx 2 MaxA, we may therefore take fs = 1. It follows that"x(fi) 2 S�m�1;n(E;A=x); i < s;and "x(fi) 2 (�)S�m�1;n(E;A=x) + S��m�1;n(E;A=x); i > s;for every x 2 MaxA. By Corollary 5.1.8, fi is power-bounded for i < s andfi is quasi-nilpotent for i > s.Write A = Sm0;n0=I and consider the canonical projection' : Sm+m0;n+n0 ! Ah�i[[�]]smodulo I � Sm+m0;n+n0 . Let F =XFi�imbe a preimage of f , where each Fi 2 Sm�1+m0;n+n0 . By Lemma 3.1.6, there isan r so that for i > s, Fi = rXj=1HijFs+j;where kHi1k; : : : ; kHirk � 1.



RINGS OF SEPARATED POWER SERIES 27By the Extension Lemma, Theorem 5.2.6, there is a K-algebra homomor-phism  such that Sm+m0;n+n0 �- Sm+m0+s;n+n0+r	����� Ah�i[[�]]s' ?commutes, and (�i) = �i; 1 � i � m;  (�m+i) = '(�m+i); 1 � i � m0; (�m+m0+i) = fi�1; 1 � i � s;and  (�i) = �i; 1 � i � n;  (�n+i) = '(�n+i); 1 � i � n0; (�n+n0+i) = fs+i; 1 � i � r:Note that f is the image under  off� := s�1Xi=0 �m+m0+i+1�im + �sm +Xi>s �im0@ rXj=1Hij�n+n0+j1Aand f� 2 Sm+m0+s;n+n0+r is regular in �m of degree s.Let G 2 Sm+m0+s;n+n0+r be a preimage of g under  . By Theorem 2.3.2,there are uniqueQ 2 Sm+m0+s;n+n0+r and R 2 Sm�1+m0+s;n+n0+r[�m] of degreeat most s� 1 with G = Qf� +R:Putting q =  (Q) and r =  (R) satis�es the existence assertion of part (i).Uniqueness. Let q 2 Ah�i[[�]]s and let r 2 Ah�0i[[�]]s[�m] be of degree at mosts� 1. Suppose 0 = qf + r;we must show that q = r = 0. Let Q 2 Sm+m0+s;n+n0+r and R 2Sm�1+m0+s;n+n0+r[�m] with degR � s � 1 be preimages under  of q andr, respectively. ThenG := Qf� +R 2 Ker = I � Sm+m0+s;n+n0+r:The ideal I is closed by Corollary 2.2.6; hence by Theorem 2.3.2 (i), Q;R 2Ker , as desired.(ii) The proof of this part is entirely analogous to the above.The corresponding Weierstrass Preparation Theorem follows in the usualway.



28 LEONARD LIPSHITZ & ZACHARY ROBINSONCorollary 2.3.9. | (Weierstrass Preparation Theorem) Let A be aquasi-a�noid algebra, and let f 2 Ah�i[[�]]s.(i) If f is regular in �m of degree s, then there exist unique unit u 2Ah�i[[�]]s and monic polynomial P 2 Ah�0i[[�]][�m] of degree s such thatf = uP . Furthermore P is regular in �m of degree s.(ii) If f is regular in �n of degree s, then there exist unique unit u 2Ah�i[[�]]s and monic polynomial P 2 Ah�i[[�0]]s[�n] of degree s such thatf 2 uP . Furthermore P is regular in �n of degree s.



RINGS OF SEPARATED POWER SERIES 293. Restrictions to PolydiscsIn this section, we study the restriction maps from �m;n (see Introduc-tion) to \closed" (and to \open") sub-polydiscs, and show how to transferinformation from their (quasi-)a�noid function algebras back to Sm;n.The closed subpolydiscs with which we are concerned in this section areCartesian products where the �rst m factors are closed unit discs and thenext n factors are closed discs of radius " 2 pjK n f0gj. Such products areK-a�noid varieties, and we denote their corresponding rings of K-a�noidfunctions by Tm;n(";K).To transfer algebraic information from the a�noid algebras Tm;n(") toSm;n, we analyze the metric behavior of the inclusions �" : Sm;n ,! Tm;n(")as " ! 1. We carry out our computations by reducing to the case that" 2 jK n f0gj. In the case that K is discretely valued, this entails workingwith certain algebraic extensions K 0 of K and understanding the inclusionSm;n(E;K) ,! Sm;n(E;K 0). The reader interested only in the case that K isalgebraically closed may omit the complications arising from �eld extensions.We are interested in studying properties of quotient rings Sm;n=I. We studysuch quotient rings by studying metric properties (e.g., pseudo-Cartesian andstrict) of generating systems of submodules of (Sm;n)`, and how they transformunder restriction maps to rational sub-polydiscs.In Subsection 3.1, we introduce metric properties of generating systems ofsubmodules of (Sm;n)` and of (eSm;n)`. In particular we introduce a valuation,the total value v, on Sm;n which lifts the (�)-adic valuation on eSm;n and re�nesthe Gauss norm on Sm;n. This allows us to formulate the \slicing" argumentswhereby (�)-adic properties of eSm;n are seen to lift to Sm;n. The valuationsk � k and v induce norms k � kM and vM on a quotient module (Sm;n)`=M . Weprove a number of estimates.In Subsection 3.2, we study restrictions to closed subpolydiscs. The mainresult is Theorem 3.2.3, which says that if " is suitably large, then a strictgenerating system remains strict under restriction.In Subsection 3.3, we transfer information from Tm;n(") back to Sm;n. Themain results are Theorem 3.3.1 and its corollaries, which show, roughly speak-ing, how to replace powers of " with powers of (�) for " near 1. More precisely,they establish a key relation between vM and k � k�"(M)�Tm;n(") uniformly in "for " suitably large, which is used extensively in the rest of this paper. Thisis how we overcome the di�culties stemming from the failure of Noether nor-malization for Sm;n.In Subsection 3.4 we study restrictions from �m;n to certain disjoint unionsof open subpolydiscs. When the centers of the polydiscs are K-rational,these maps have the form ' : Sm;n ! �rj=0S0;n+m. In the case of non-K-rational centers, the restriction maps are only slightly more complicated. We



30 LEONARD LIPSHITZ & ZACHARY ROBINSONshow in Theorems 3.4.3 and 3.4.6 that such restrictions are isometries in theresidue norms derived from k � k and respectively I and '(I), provided the�nite collection of open polydiscs is chosen appropriately. Theorems 3.4.3 and3.4.6 will be used in Subsection 5.5 to derive the fact that on certain reducedquotients Sm;n=I, the residue and supremum norms are equivalent from thesimpler case of reduced quotients S0;n+m=I.3.1. Strict and Pseudo-Cartesian Modules. | We introduce metricproperties of generating systems of submodules of (Sm;n)` and (eSm;n)` andtheir quotients. We introduce a valuation, the total value v, on Sm;n whichlifts the (�)-adic valuation on eSm;n and re�nes the Gauss norm on Sm;n. Thelemmas of this subsection show how certain metric properties of generatingsystems of modules lift from residue modules and transform under maps andground �eld extension.Let (A; v) be a multiplicatively valued ring, and let (N;w) be a normedA-module; i.e., w(an) � v(a)w(n)for all a 2 A, n 2 N . Let M be an A-submodule of N . A �nite generatingsystem fg1; : : : ; grg of M is called w-strict i� for all f 2 N there exista1; : : : ; ar 2 A such thatw(f) � max1�i�rv(ai)w(gi); andw f � rXi=1 aigi! � w(f � h) for all h 2M:(3.1.1)The generating system fg1; : : : ; grg is calledw-pseudo-Cartesian i� (3.1.1)is only assumed to hold for all f 2 M ; i.e., i� for all f 2 M there exista1; : : : ; ar 2 A such that w(f) � max1�i�r v(ai)w(gi); andf = rXi=1 aigi:An A-moduleM � N is called w-strict (w-pseudo-Cartesian) i� it has a w-strict (w-pseudo-Cartesian) generating system. Usually, N will be a quotientof the `-fold norm-direct sum of Sm;n.Along with the Gauss norm, we will be interested primarily in two othervaluations. One, the residue order, is a rank-one additive valuation on eSm;n.The other, the total value, is a rank-two multiplicative valuation on Sm;n.These valuations are de�ned below.



RINGS OF SEPARATED POWER SERIES 31Assume n � 1, and de�ne the map eo : eSm;n ! Z [ f1g as follows. Puteo(0) := 1, and for f 2 eSm;n n f0g, put eo(f) := `, where f 2 (�)` n (�)`+1. Itwill not lead to confusion if we also de�ne the map eo : Sm;n ! Z [ f1g byeo(0) := 1, and for f 2 Sm;n n f0g, eo(f) := eo((cf)�), where c 2 K satis�eskcfk = 1. The map eo is called the residue order. The residue order is anadditive valuation on eSm;n.Consider (R+ nf0g)2 as an ordered group with coordinatewise multiplicationand lexicographic order. De�ne a map v : Sm;n ! (R+ n f0g)2 [ f(0; 0)g asfollows. Put v(0) := (0; 0), and for f 2 Sm;n n f0g, putv(f) := �kfk ; 2�eo(f)� :Then v is a multiplicative valuation on Sm;n, called the total value. Notethat v extends the absolute value on K in an obvious sense.The total value yields information on elements f(�; �) 2 Sm;n as j�j ! 1,in a sense to be made precise in Subsections 3.2 and 3.3. Our aim in thissubsection is to establish an analogue of Corollary 2.2.6 for the total value.This analogue will be established by lifting a similar result for the residueorder from the residue ring eSm;n.LetM � (Sm;n)` be a submodule. PutM� := (S�m;n)`\M and let fM be theimage of M� under the canonical residue epimorphism �: (S�m;n)` ! (eSm;n)`.The next lemma establishes a basic lifting property of eo-strict generatingsystems. The lemma ensures that the lifting behaves well with respect torestrictions. More precisely,kai(�; c � �)k = jcjeo(ai)kaikfor any c 2 K� n f0g and any ai 2 Sm;n that satis�es condition (i). Condition(ii) stems from the de�nition of strictness. And condition (iii) says that we'vedone the whole slice.Lemma 3.1.1. | Let M be a submodule of (Sm;n)`. Let B 2 B and letfg1; : : : ; grg � (Bh�i[[�]])` \ M satisfy kgik = 1 for i = 1; : : : ; r. Supposefeg1; : : : ; egrg is an eo-strict generating system of fM . Let B = B0 � B1 � : : :be the natural �ltration of B and suppose f 2 (Bph�i[[�]])` n (Bp+1h�i[[�]])`.Then there are a1; : : : ; ar 2 Bph�i[[�]] such that(i) for i = 1; : : : ; r if ai 6= 0 then ai 2 (�)eo(ai)Bph�i[[�]] nBp+1h�i[[�]],(ii) v(f) � max1�i�r v(aigi), and(iii) if v(f�h) < v(f�Pri=1 aigi) for some h 2M , then kf�Pri=1 aigik <kfk.(When condition (i) holds, to verify (ii), it su�ces to verify(ii)0 eo(f) � min1�i�r eo(aigi),



32 LEONARD LIPSHITZ & ZACHARY ROBINSONsince a1; : : : ; ar 2 Bph�i[[�]].)Proof. | Let �p : Bp ! eBp � eK be the B-module residue epimorphisma 7! (b�1p a)� and write eK = eBp � V for some eB-vector space V . TheneK[�][[�]] = eBp[�][[�]]� V [�][[�]](3.1.2)as eB[�][[�]]-modules, and eo(a + b) = minfeo(a);eo(b)g when a 2 eBp[�][[�]] andb 2 V [�][[�]]. Since feg1; : : : ; egrg is eo-strict, there are ec1; : : : ;ecr 2 eSm;n so thateo(�p(f)) � min1�i�reo(eciegi) and eo��p(f)� rXi=1 eciegi� � eo(f � h)(3.1.3)for all h 2 fM .By (3.1.2), we may write eci = eai+ebi where eai 2 eBp[�][[�]] and ebi 2 V [�][[�]],1 � i � r. Since eg1; : : : ; egr 2 ( eB[�][[�]])`, by (3.1.2)eo��p(f)�Peaiegi� � eo��p(f)�Peciegi� andmin1�i�reo(eaiegi) � min1�i�reo(eciegi):Thus, (3.1.3) holds with eai in place of eci. Now for any ea 2 eBp[�][[�]], if ea 6= 0then ea 2 (�)eo(ea) eBp[�][[�]]. Hence there are a1; : : : ; ar 2 Bph�i[[�]] such that for1 � i � r, �p(ai) = eai, ai = 0 if eai = 0 and ai 2 (�)eo(eai)Bph�i[[�]] if eai 6= 0. Itis clear that a1; : : : ; ar satisfy the lemma.We show in Theorem 3.1.3 that every submodule of (Sm;n)` is v-strict. Inlight of Lemma 3.1.1, the next lemma reduces this to showing that everysubmodule of (eSm;n)` is eo-strict.Lemma 3.1.2. | LetM be a submodule of (Sm;n)` and suppose fg1; : : : ; grg �M� satis�es eg1; : : : ; egr 6= 0. Then fg1; : : : ; grg is a v-strict generating system ofM if and only if feg1; : : : ; egrg is an eo-strict generating system of fM . Moreover(i) if fg1; : : : ; grg is v-strict and f; g1; : : : ; gr 2 (Bh�i[[�]])` then there areh1; : : : ; hr 2 Bh�i[[�]] such thatv f � rXi=1 higi! � v(f � h)for all h 2M and v(f) � max1�i�r v(higi);and



RINGS OF SEPARATED POWER SERIES 33(ii) if feg1; : : : ; egrg is eo-strict and ef; eg1; : : : ; egr 2 ( eB[�][[�]])` then there areeh1; : : : ;ehr 2 eB[�][[�]] such thateo ef � rXi=1 ehiegi! � eo( ef � eh)for all eh 2 fM and eo( ef) � min1�i�reo(ehiegi):Proof. | ()) Let ef 2 (eSm;n)` n f0g and lift ef to an element f 2 (S�m;n)`.Find a1; : : : ; ar 2 S�m;n such that v(f) � max1�i�r v(aigi) andv�f � rXi=1 aigi� � v(f � h)(3.1.4)for every h 2M . Since kfk = 1, we must have thateo(f) � minfeo(aigi) : kaigik = 1g :Thus eo(f) � min1�i�r eo(eaiegi). If kf�Pri=1 aigik < 1 then ef =Pri=1 eaiegi 2 fMand we are done. Otherwise, assume kf �Pri=1 aigik = 1. Let eh 2 fM and lifteh to h 2M�. Hence, by (3.1.4), kf � hk = 1 andeo�ef � rXi=1 eaiegi� = eo�f � rXi=1 aigi� � eo(f � h) = eo( ef � eh);and we have proved that feg1; : : : ; egrg is eo-strict.(() Parts (i) and (ii), as well as (() follow immediately from Lemma 3.1.1using the facts that kSm;nk = jKj, jBnf0gj � R+ nf0g is discrete and Bh�i[[�]]is complete in k � k for every B 2 B.Now the proof of Theorem 3.1.3 reduces to a computation involving theArtin-Rees Lemma for the (�)-adic topology on (eSm;n)`.Theorem 3.1.3. | Each submodule of (Sm;n)` is v-strict. Each submoduleof (eSm;n)` is eo-strict.Proof. | By Lemma 3.1.2, we need only prove the last assertion. Let M �(eSm;n)` be a submodule.Claim (A). | If fg1; : : : ; grg is an eo-pseudo-Cartesian generating system ofM then it is eo-strict.



34 LEONARD LIPSHITZ & ZACHARY ROBINSONThe ideal (�) is contained in the Jacobson radical of eSm;n = lim�! eB[�][[�]].Hence by the Krull Intersection Theorem ([25, Theorem 8.10]), the eo-topologyon (eSm;n)` is separated and M is a closed set.Let f 2 (eSm;n)`. Since M is closed and since eo((eSm;n)`) = N [ f1g thereis some f0 2M such that eo(f � f0) � eo(f � h)for all h 2 M . Putting h = 0 in the above we have eo(f0) � eo(f) by theultrametric inequality. There are a1; : : : ; ar 2 eSm;n such thateo(f0) = min1�i�reo(aigi) and f0 = rXi=1 aigi:Thus, we have that eo(f) � eo(f0) = min1�i�reo(aigi) andeo�f � rXi=1 aigi� � eo(f � h)for all h 2M . This proves the claim.For i 2 N, put Mi := ff 2M : eo(f) � ig:We haveM =M0 �M1 � : : : . By the Artin-Rees Lemma ([25, Theorem 8.5])there is some c 2 N such that for all i > cMi = (�)i�cMc:(3.1.5)Each quotient Mi=Mi+1 is a �nite module over eSm;n=(�) = eTm. Find r 2 Nsu�ciently large so that each Mi=Mi+1 can be generated by r elements for0 � i � c. By �i : Mi ! Mi=Mi+1, denote the canonical projection. Foreach 1 � i � c, choose gij 2 Mi nMi+1, 1 � j � r, so that �i(gi1); : : : ; �(gir)generate the eTm-module Mi=Mi+1.Claim (B). | fgijg is an eo-strict generating system of M .By Claim A, it su�ces to show that fgijg is an eo-pseudo-Cartesian gener-ating system.Let f 2 M , and let B 2 B be such that ffg [ fgijg � ( eB[�][[�]])`. WriteeK = eB � V for some eB-vector space V . TheneK[�][[�]] = eB[�][[�]] � V [�][[�]](3.1.6)as eB[�][[�]]-modules, and eo(a + b) = minfeo(a);eo(b)g when a 2 eB[�][[�]] andb 2 V [�][[�]]. Put N := ( eB[�][[�]])` \M ; and for i 2 N, putNi := fh 2 N : eo(h) � ig = ( eB[�][[�]])` \Mi:



RINGS OF SEPARATED POWER SERIES 35It follows from (3.1.6) that �i(gi1); : : : ; �i(gir) generate the eB[�]-moduleNi=Ni+1for 0 � i � c. Furthermore, by (3.1.5), f�i(��gcj)g1�j�r;j�j=i�c generates theeB[�]-module Ni=Ni+1 for i > c. Since eo(gij) = i and since eB[�][[�]] is completein eo, the claim follows.Lemma 3.1.4. | Let M be a submodule of (Sm;n)` and suppose thatfg1; : : : ; grg � M� satisfy eg1; : : : ; egr 6= 0. Then fg1; : : : ; grg is a k�k-strictgenerating system of M if, and only if, feg1; : : : ; egrg generate fM . In particu-lar, since eSm;n is Noetherian, each submodule of (Sm;n)` is k�k-strict.Proof. | As in Lemmas 3.1.1 and 3.1.2.It follows from Theorem 3.1.3 and Lemma 3.1.4 that we may make thefollowing de�nitions.De�nition 3.1.5. | (cf. De�nition 2.2.7.) Let M be a submodule of(Sm;n)`. For f 2 (Sm;n)` we de�ne the residue normsvM (f) := inffv(f � h) : h 2Mg; andkfkM := inffkf � hk : h 2Mg:There is some h 2 M such that vM (f) = v(f � h) and kfkM = kf � hk. LetM be a submodule of (eSm;n)`. For f 2 (eSm;n)` we de�neeoM (f) := supfeo(f � h) : h 2Mg:There is some h 2M such that eoM (f) = eo(f � h).It follows from Lemma 3.1.4 that k � kM is a norm on (Sm;n)`=M . If E issuch that Sm;n = Sm;n(E;K) is complete in k � k (see Theorem 2.1.3) then(Sm;n)`=M is complete in k � kM .The following lemma is an application of Theorem 3.1.3. It is used inTheorem 2.3.8. In the statement of the lemma, the set A will usually consistof the coe�cients fi of a power seriesF =Xi�0 fi(�; �)�i 2 Bh�; �i[[�]] (respectively, Bh�i[[�; �]]):The lemma allows us to write all the coe�cients of F as linear combinationsof the �rst few: F =Xi�0 rXj=1 hijfj�iin such a way that each power seriesFj :=Xi�0 hij�i 2 B0h�; �i[[�]] (respectively, B0h�i[[�; �]]);



36 LEONARD LIPSHITZ & ZACHARY ROBINSONfor some B � B0 2B. Although Bh�i[[�]] is not in general Noetherian, we arestill able to do this. The estimate in the lemma is su�cient to guaranteeconvergence of Fj in the (B1 + (�))-adic (respectively, (B1 + (�; �))-adic)topology.Lemma 3.1.6. | Let B 2 B and A � Bh�i[[�]]. Then there aref1; : : : ; fr 2 A; `0; c; e 2 N; and B � B0 2 Bwith the following property. Let B0 = B00 � B01 � : : : be the natural �ltrationof B0. For each f 2 A there are h1; : : : ; hr 2 B0h�i[[�]] such thatf = rXi=1 hifi:If, in addition, f 2 B 0̀h�i[[�]] + (�)2`e+cB0h�i[[�]]for some ` > `0, then we may choose h1; : : : ; hr such thath1; : : : ; hr 2 B 0̀h�i[[�]] + (�)`eB0h�i[[�]]:Proof. | Put I := A � Sm;n, and let fg1; : : : ; gdg � Sm;n n f0g be a v-strictgenerating system of I. Since Sm;n is Noetherian, there are f1; : : : ; fs 2 A andhij 2 Sm;n such that gi = sXj=1 hijfj; 1 � i � d:Without loss of generality, we may assume that all gi; hij 2 S�m;n andkg1k = � � � = kgdk = j�j;for some � 2 K� n f0g. Find B � B0 2 B such that1�g1; : : : ; 1�gd 2 B0h�i[[�]]:Let B0 = B00 � B01; : : : be the natural �ltration of B0 and �nd `0 so that� 2 B 0̀0 nB 0̀0+1:Put e := max1�i�deo(gi):To �nd a suitable c 2 N, consider the idealJ := A � (B0=B 0̀0)[�][[�]]:



RINGS OF SEPARATED POWER SERIES 37The ring (B0=B 0̀0)[�][[�]] is Noetherian, so the Artin{Rees Lemma, [25, Theo-rem 8.5], yields a c 2 N such that for all q � c,J \ (�)q � (�)q�c � J:Find fs+1; : : : ; fr 2 A so that the images of f1; : : : ; fr in (B0=B 0̀0)[�][[�]] gener-ate J .Let f 2 A with f 2 B 0̀h�i[[�]] + (�)2`e+cB0h�i[[�]]:There are H1; : : : ;Hr 2 B0h�i[[�]] such thatf � rXi=1 Hifi =: f 0 2 B 0̀0h�i[[�]]:By choice of c, if ` > `0, we may assume thatH1; : : : ;Hr 2 (�)2`e �B0h�i[[�]]:We have f 0 2 B 0̀0h�i[[�]]and if ` > `0, we have moreover thatf 0 2 B 0̀h�i[[�]] + (�)2`eB 0̀0h�i[[�]]:Let �`0 : B 0̀0 ! eB 0̀0 � eKbe any residue epimorphism. Note, by choice of B0, that�(��1g1)�; : : : ; (��1gd)�	 � eB0[�][[�]]is an eo{strict generating system of eI. Thus by Lemma 3.1.2, there areeH 011; eH 021; : : : ; eH 0d1 2 eB 0̀0 [�][[�]] such that�`0(f 0) = dXi=1 eH 0i1(��1gi)�:If ` > `0, we have, moveover, thateH 011; : : : ; eH 0d1 2 (�)2`e�c eB 0̀0 [�][[�]]:Lift eH 011; : : : ; eH 0d1 to elements H 011; : : : ;H 0d1 2 B 0̀0h�i[[�]] such that for each i,H 0i1 2 (�)eo( eH0i1)B 0̀0h�i[[�]]:Put f 00 := f 0 � dXi=1 H 0i1gi 2 B 0̀0+1h�i[[�]];



38 LEONARD LIPSHITZ & ZACHARY ROBINSONand observe that if ` > `0f 00 2 B 0̀h�i[[�]] + (�)2`e�cB 0̀0+1h�i[[�]]:Iterating this procedure `� `0 times, we obtain sequencesH 0ij 2 (�)2`e�jcB 0̀0+jh�i[[�]]such that f 000 := f 0 � dXi=1 `�`0Xj=1 H 0ijgi 2 B 0̀h�i[[�]]:Finally, since fg1; : : : ; gdg is a k�k-strict generating system for I, by Lemma 3.1.2,there are H 001 ; : : : ;H 00d 2 B 0̀h�i[[�]] such thatf 000 =XH 00i gi:Put hi := Hi +Xp;j (H 0pj +H 00p )hpi:The next �ve lemmas give criteria under which a generating system ofa module is strict and under which strictness is preserved by contractivehomomorphisms and �eld extensions. For technical reasons, we work overa quotient ring Sm;n=I. The modules M we consider will carry the residuenorm k � kI . We will also consider residue modules fM (see De�nition 2.2.8).Lemma 3.1.7. | Let M be a submodule of (Sm;n)`=N and suppose thatg1; : : : ; gr 2M� satisfy eg1; : : : ; egr 6= 0. Then:(i) fg1; : : : ; grg is a k � kN -strict generating system of M if, and only if,feg1; : : : ; egrg generates fM .(ii) fg1; : : : ; grg is a vN -strict generating system of M if, and only if,feg1; : : : ; egrg is an eoN -strict generating system of fM .Hence each submodule of (Sm;n)`=N is k � kN -strict and vN -strict. Each sub-module of (eSm;n)`= eN is eo eN -strict.Proof. | (i) ()) Lift an element ef 2 fM n f0g to an element f 2 M withkfkN = 1. Since fg1; : : : ; grg is k � kN -strict, there are h1; : : : ; hr 2 Sm;n withf =Pri=1 gihi and1 = kfkN = max1�i�rkgikNkhik = max1�i�rkhik:Hence ef =Pri=1 egiehi; i.e., feg1; : : : ; egrg generates fM .



RINGS OF SEPARATED POWER SERIES 39(() Put M := ff 2 (Sm;n)` : f +N 2Mg:Find A1; : : : ; As 2 N� and G1; : : : ; Gr 2 M such that f eA1; : : : ; eAsg generateseN and gi = Gi + N , 1 � i � r. By Lemma 3.1.4, we may assume thatkGik = kgikN = 1, 1 � i � r. It follows that f eA1; : : : ; eAs; eG1; : : : ; eGrggenerates fM; hence by Lemma 3.1.4, fA1; : : : ; As; G1; : : : ; Grg is a k � k-strictgenerating system of M.Let f 2 M . By Lemma 3.1.4, there is a F 2 M such that f = F +N andkFk = kfkN . We may writeF = rXi=1 Gihi + sXi=1 Aihr+ifor some h1; : : : ; hr+s 2 Sm;n withkFk = kfkN = max1�i�r+s khik:Hence f = rXi=1 gihi and kfkN = max1�i�r kgikNkhik;as desired.(ii) ()) Lift an element ef 2 fM n f0g to an element f 2M with kfkN = 1.Since fg1; : : : ; grg is vN -strict, there are h1; : : : ; hr 2 S�m;n such thatvN (f) � max1�i�r vN (gi) � v(hi) andvN  f � rXi=1 gihi! � vN (f � h)(3.1.7)for every h 2M . Since vN (f) = (kfkN ; 2�eo eN (f)) and kfkN = 1, we haveeo eN (f) � minfeo eN (gi) + eo(hi) : khik = 1g:Thus, eo eN ( ef) � min1�i�r(eo eN (egi) + eo(ehi)). If kf � Pri=1 gihikN < 1 thenef = Pri=1 egiehi 2 fM , and we are done. Otherwise, kf �Pri=1 gihik = 1.Let eh 2 fM and lift eh to an element h 2 M� with khkN = 1. By (3.1.7),kf � hkN = 1 andeo eN  ef � rXi=1 egiehi! = eoN  f � rXi=1 gihi! � eo eN (f � h) = eo eN ( ef � eh);and we are done.



40 LEONARD LIPSHITZ & ZACHARY ROBINSON(() Put M := ff 2 (Sm;n)` : f +N 2Mg:Find A1; : : : ; As 2 N� and G1; : : : ; Gr 2 M such that f eA1; : : : ; eAsg is an eo-strict generating system of eN and gi = Gi+N , 1 � i � r. By Theorem 3.1.3,we may assume that v(Gi) = vN (gi), 1 � i � r.As in part (i), it su�ces to show that fA1; : : : ; As; G1; : : : ; Grg is a v-strict generating system of M. By Lemma 3.1.2, this reduces to showingthat f eA1; : : : ; eAs; eG1; : : : ; eGrg is an eo-strict generating system of fM. LetF 2 (eSm;n)` and put f := F + eN . Since feg1; : : : ; egrg is an eo eN -strict generatingsystem of fM , there are h1; : : : ; hr 2 eSm;n such thateo eN (f) � min1�i�r(eo eN (gi) + eo(hi)) andeo eN  f � rXi=1 gihi! � eo eN (f � h)for every h 2 fM . Since f eA1; : : : ; eAsg is an eo-strict generating system, thereare hr+1; : : : ; hr+s 2 eSm;n such thateo F � rXi=1 eGihi! � min1�i�seo( eAihr+i) andeo eN  f � rXi=1 gihi! = eo F � rXi=1 eGihi � sXi=1 eAihr+i! :Let H 2 fM, and put h := H + eN . We haveeo F � rXi=1 eGihi � sXi=1 eAihr+i! = eo eN  f � rXi=1 gihi!� eo eN (f � h)� eo(F �H);as desired.To prove the last assertions of the Lemma, observe that by part (i), eachsubmodule of (Sm;n)`=N is k � kN -strict because (eSm;n)`= eN is Noetherian(Corollary 2.2.2). The fact that each submodule M of (eSm;n)`= eN is eo eN -strictfollows from the fact that we may include in an eo-strict generating system ofthe inverse image submodule M of (eSm;n)` an eo-strict generating system ofeN (use Theorem 3.1.3). Finally, to see that each submodule of (Sm;n)`=N isvN -strict, we apply part (ii).



RINGS OF SEPARATED POWER SERIES 41Lemma 3.1.8. | Let M be a submodule of (Sm;n)`=N and let g1; : : : ; gr begenerators with kg1kN = � � � = kgrkN = 1. Put� := f(h1; : : : ; hr) 2 (Sm;n)r : rXi=1 gihi = 0g and	 := f(h1; : : : ; hr) 2 (eSm;n)r : rXi=1 egihi = 0g:Then fg1; : : : ; grg is a k � kN -strict generating system of M if, and only if,e� = 	.Proof. | ()) Assume fg1; : : : ; grg is a k � kN -strict generating system of M .Let eh = (eh1; : : : ;ehr) 2 	 n f0g and �nd h 2 (Sm;n)r that lifts eh. We have: rXi=1 gihiN < max1�i�r khik:Since fg1; : : : ; grg is k � kN -strict, there is an h0 = (h01; : : : ; h0r) 2 (Sm;n)r suchthat rXi=1 gihi = rXi=1 gih0i and max1�i�r kh0ik =  rXi=1 gihiN < max1�i�r khik = 1:Put H := h� h0 2 �, and note that eH = eh. This proves e� = 	.(() By Lemma 3.1.4, there are G1; : : : ; Gr 2 (Sm;n)` with kGik = 1 andgi = Gi +N , 1 � i � r. PutM := ff 2 (Sm;n)` : f +N 2Mg:Let fA1; : : : ; Asg be a k � k-strict generating system of N with kA1k = � � � =kAsk = 1. Since M has a k � kN -strict generating system by Lemma 3.1.7, itsu�ces to show that fg1; : : : ; grg is k � kN -pseudo-Cartesian. Indeed, since forany f 2 M there is an F 2 M with f = F +N and kFk = kfkN , it su�cesto show that fG1; : : : ; Gr; A1; : : : ; Asg is a k � k-pseudo-Cartesian generatingsystem of M.Let F 2M and write F = rXi=1 Gihi + sXi=1 Aihr+i(3.1.8)for some h1; : : : ; hr+s 2 Sm;n. Since fA1; : : : ; Asg is k � k-strict, we may alwaysassume that maxr+1�i�r+s khik � maxfkFk; kh1k; : : : ; khrkg:(3.1.9)



42 LEONARD LIPSHITZ & ZACHARY ROBINSONIf kFk � max1�i�r khik, then by (3.1.9) we are done. Therefore, assume that0 6= kFk < max1�i�r khik � 1:(3.1.10)Let fC1; : : : ; Ctg be a k � k-strict generating system of � with kC1k = � � � =kCtk = 1. Find B 2 B such thath1; : : : ; hr+s 2 Bh�i[[�]];G1; : : : ; Gr; A1; : : : ; As 2 (Bh�i[[�]])`;C1; : : : ; Ct 2 (Bh�i[[�]])r :Using (3.1.9) and the fact that jB n f0gj is discrete, it su�ces to �nd h0i 2Bh�i[[�]] with F = rXi=1 Gih0i + sXi=1 Aih0r+i andmax1�i�r kh0ik < max1�i�r khik:(3.1.11)Let B = B0 � B1 � : : : be the natural �ltration of B, and suppose(h1; : : : ; hr) 2 (Bph�i[[�]])r n (Bp+1h�i[[�]])r:By (3.1.9), h1; : : : ; hr+s 2 Bph�i[[�]]:Let �p : Bp ! eBp = (b�1p Bp)� � eKbe the projection.Write eK = eBp � V for some eB-vector space V . TheneK[�][[�]] = eBp[�][[�]]� V [�][[�]](3.1.12)as eB[�][[�]]-modules. By (3.1.8) and (3.1.10),�p((h1; : : : ; hr)) 2 	 = e�:Thus for some ee1; : : : ; eet 2 eK[�][[�]],�p((h1; : : : ; hr)) = tXi=1 eCieei:By (3.1.12), we may assume ee1; : : : ; eet 2 eBp[�][[�]]. Find e1; : : : ; et 2 Bph�i[[�]]with �p(ei) = eei, 1 � i � t. Pute := tXi=1 Ciei 2 �;



RINGS OF SEPARATED POWER SERIES 43and (h01; : : : ; h0r) := (h1; : : : ; hr)� e:Note that (3.1.11) is satis�ed because �p(e) = �p((h1; : : : ; hr)).Lemma 3.1.9. | LetM be a submodule of (eSm;n)`=N and suppose g1; : : : ; grgenerate M . Put	 := ((h1; : : : ; hr) 2 (eSm;n)r : rXi=1 gihi = 0) ;and for each i 2 N, putMi := ff 2M : eoN (f) � ig and	i := ((h1; : : : ; hr) 2 (eSm;n)r : eoN  rXi=1 gihi! � e+ i)where e := max1�i�reoN (gi):Then:(i) If fg1; : : : ; grg is an eoN -strict generating system of M , then	i = 	+ rMj=1(�)i+e�eoN (gj) eSm;nfor all i.Conversely:(ii) By the Artin-Rees Lemma ([25, Theorem 8.5]) there is some c 2 Nsuch that for all i > c, Mi = (�)i�cMc:If 	i = 	+ rMj=1(�)i+e�eoN (gj) eSm;nfor 1 � i � c � e, then fg1; : : : ; grg is an eoN -strict generating system ofM .Proof. | (i) Assume fg1; : : : ; grg is an eoN -strict generating system of M .Clearly, 	 + �rj=1(�)i+e�eoN (gj) eSm;n � 	i. Let h = (h1; : : : ; hr) 2 	i; wewish to �nd H 2 	 and h0 2 �rj=1(�)i+e�eoN (gj) eSm;n such thath = H + h0:(3.1.13)



44 LEONARD LIPSHITZ & ZACHARY ROBINSONSince h 2 	i, we have eoN 0@ rXj=1 gjhj1A � e+ i:Since fg1; : : : ; grg is eoN -strict, there is an h0 = (h01; : : : ; h0r) 2 (eSm;n)r suchthat rXj=1 gjh0j = rXj=1 gjhj andmin1�j�r(eoN (gj) + eo(h0j)) = eoN 0@ rXj=1 gjhj1A � e+ i:Thus h0j 2 (�)i+e�eoN (gj) eSm;n. Put H := h� h0 2 	. We haveh = H + h0 2 	+ rMj=1(�)i+e�eoN (gj) eSm;n;satisfying (3.1.13).(ii) SinceM is eoN -strict by Lemma 3.1.7, it su�ces to show that fg1; : : : ; grgis eoN -pseudo-Cartesian. Let f = rXi=1 gihi 2M:Case (A). | eoN (f) � c.By assumption,(h1; : : : ; hr) 2 	eoN (f)�e = 	+ rMj=1(�)eoN (f)�eoN (gj) eSm;n;i.e., (h1; : : : ; hr) = H + h0for some H 2 	 and h0 2 �rj=1(�)eoN (f)�eoN (gj) eSm;n. Write h0 = (h01; : : : ; h0r).Since H 2 	, f = rXi=1 gih0i and min1�i�r(eoN (gi) + eo(h0i)) � eoN (f);as desired.Case (B). | eoN (f) > c.



RINGS OF SEPARATED POWER SERIES 45By choice of c, f 2MeoN (f) = (�)eoN (f)�cMc ;i.e., f = Xj�j=eoN (f)�c ��f�; f� 2Mc:Now apply Case A to the f�.LetK 0 be a complete, valued �eld extension ofK, write Sm;n := Sm;n(E;K)and S0m0;n0 := Sm0;n0(E0;K 0), and suppose I is an ideal of Sm;n and J is anideal of S0m0;n0 . Put A := Sm;n=I and B := S0m0;n0=J;and by k � kI and k � kJ denote the respective residue norms on A and B, as inDe�nition 3.1.5. Suppose ' : A! Bis a K-algebra homomorphism such thatk'(f)kJ � kfkIfor all f 2 A. Then ' induces a K�-algebra homomorphism'� : A� ! B�;where A� = S�m;n=I� and B� = (S0m0;n0)�=J�:In addition, ' induces a eK-algebra homomorphisme' : eA! eB;where eA = eSm;n=eI and eB = eS0m0;n0= eJ:Lemma 3.1.10. | With notation as above, let M be a submodule of A` andput N := '(M) �B � B`. Suppose e' is at. Then:(i) If fg1; : : : ; grg is a k�kI -strict generating system ofM , then f'(g1); : : : ; '(gr)gis a k � kJ -strict generating system of N .(ii) ' is at.(iii) '� is at.



46 LEONARD LIPSHITZ & ZACHARY ROBINSONProof. | (i) We may assume that kg1kI = � � � = kgrkI = 1. Put�A := ((h1; : : : ; hr) 2 Ar : rXi=1 gihi = 0) ;�B := ((h1; : : : ; hr) 2 Br : rXi=1 '(gi)hi = 0) ;	A := ((h1; : : : ; hr) 2 eAr : rXi=1 egihi = 0) ;	B := ((h1; : : : ; hr) 2 eBr = rXi=1 e'(egi)hi = 0) :By Lemma 3.1.8, e�A = 	A. Since e' is at, by [25, Theorem 7.6], 	B =eB � e'(	A). We have:	B = eB � e'(	A) = eB � e'(e�A) � e�B � 	B;i.e., e�B = 	B. Part (i) now follows from Lemma 3.1.8.(ii) Let a be an ideal of A. By [25, Theorem 7.6], we must show that thecanonical map a
A B ! A
A B(3.1.14)is injective.Let fg1; : : : ; grg be a k � kI -strict generating system of a with kg1k = � � � =kgrk = 1. De�ne �A, �B, 	A, 	B as in part (i). To prove that (3.1.14) isinjective, it su�ces to show that �B = B � '(�A). By Lemma 3.1.7, it isenough to show that e�B is generated by e'(e�A). By part (i), and Lemma 3.1.8e�B = 	B . Since e' is at, 	B = eB�e'(	A). Finally, by Lemma 3.1.8, 	A = e�A.This proves part (ii).(iii) Let g1; : : : ; gr 2 A� and de�ne �A and �B as in part (i). By [25,Theorem 7.6], we must show that��B = B� � '�(��A):This follows immediately from parts (i) and (ii) since there is a k � kI -strictgenerating system of the A�-module ��A.It is often convenient to work over an extension �eld of K. The next lemmashows that Sm;n and the total value v behave well with respect to ground �eldextension.Lemma 3.1.11. | Let K 0 be a complete, valued �eld extension of K, letE0 � (K 0)� be a complete, quasi-Noetherian ring, and put Sm;n := Sm;n(E;K),



RINGS OF SEPARATED POWER SERIES 47S0m;n := Sm;n(E0;K 0). Assume S0m;n � Sm;n; e.g., take E0 � E. Let M be asubmodule of (Sm;n)` and put M 0 :=M � S0m;n.(i) eS0m;n is a faithfully at eSm;n-algebra.(ii) Suppose fg1; : : : ; grg � M is a v-strict generating system of M , thenfg1; : : : ; grg is also a v-strict generating system of M 0, and for everyf 2 (Sm;n)`, vM (f) = vM 0(f). In particular kfkM = kfkM 0 .(iii) Sm;n(E0;K 0) is a faithfully at Sm;n(E;K)-algebra.(iv) Sm;n(E0;K 0)� is a faithfully at Sm;n(E;K)�-algebra.Proof. | (i) By Corollary 2.2.2, both eSm;n and eS0m;n are Noetherian. Since(�) � rad eS0m;n, eS0m;n is (�)-adically ideal-separated. For each ` 2 N,eSm;n=(�)` = eK[�; �]=(�)` ! eK 0[�; �]=(�)` = eS0m;n=(�)`is at. Hence by the Local Flatness Criterion [25, Theorem 22.3], eS0m;n is aat eSm;n-algebra. Let m be a maximal ideal of eSm;n. By [25, Theorem 7.2], toprove that eS0m;n is faithfully at over eSm;n, we must show that m � eS0m;n 6= eS0m;n.Since (�) � m, this follows from the faithful atness of eK 0[�] over eK[�].(ii) We may assume that kgik = 1, 1 � i � r. PutN := ((h1; : : : ; hr) 2 (eSm;n)r : rXi=1 egihi = 0) ;N 0 := ((h1; : : : ; hr) 2 (eS0m;n)r : rXi=1 egihi = 0) ;and for each i 2 N, putNi := ((h1; : : : ; hr) 2 (eSm;n)r : eo rXi=1 egihi! � e+ i) ;N 0i := ((h1; : : : ; hr) 2 (eS0m;n)r : eo rXi=1 egihi! � e+ i) ;where e := max1�i�r eo(gi). By Lemma 3.1.2, feg1; : : : ; egrg is an eo-strict gener-ating system of fM . Hence by Lemma 3.1.9(i),Ni = N + rMj=1(�)i+e�eoN (gj) eSm;nfor all i 2 N. By part (i),N 0i = eS0m;n 
eSm;n Ni and N 0 = eS0m;n 
eSm;n N:



48 LEONARD LIPSHITZ & ZACHARY ROBINSONHence, N 0i = N 0 + rMj=1(�)i+e�eoN (gj) eS0m;nfor all i 2 N. Finally, by applying Lemmas 3.1.9 and 3.1.2 again, we see thatfg1; : : : ; grg is a v-strict generating system of M 0. The last assertions of part(ii) follow from Lemma 3.1.1 as in the proof of Lemma 3.1.2.(iii) First we prove that S0m;n is a at Sm;n-algebra. The faithful atness willfollow from part (iv) by faithfully at base change; i.e., S0m;n = (S0m;n)� 
S�m;nSm;n. Of course, the proof of part (iv) makes use only of the assertion thatS0m;n is at over Sm;n.Let I be an ideal of Sm;n. By [25, Theorem 7.7], we must show that thecanonical map I 
Sm;n S0m;n ! Sm;n 
Sm;n S0m;n(3.1.15)is injective.Let g1; : : : ; gr 2 Sm;n be a v-strict generating system of I with kg1k = � � � =kgrk = 1. Put N := ((h1; : : : ; hr) 2 (Sm;n)r : rXi=1 gihi = 0)N 0 := ((h1; : : : ; hr) 2 (S0m;n)r : rXi=1 gihi = 0)P := ((h1; : : : ; hr) 2 (eSm;n)r : rXi=1 egihi = 0)P 0 := ((h1; : : : ; hr) 2 (eS0m;n)r : rXi=1 egihi = 0) :To prove that (3.1.15) is injective, it su�ces to show that N 0 = S0m;n �N . ByLemma 3.1.8, eN = P , by part (ii) and Lemma 3.1.8, (N 0)� = P 0, and by part(i), P 0 = eS0m;n � P . HenceP 0 = eS0m;n � P = eS0m;n � eN = (N 0)�:After an application of Lemma 3.1.4, one sees that N 0 = S0m;n �N , as desired.(iv) Let g1; : : : ; gr 2 S�m;n and de�ne N , N 0 as in the proof of part (iii),above. We must show that (N 0)� = (S0m;n)� �N�:



RINGS OF SEPARATED POWER SERIES 49This follows immediately from the existence of a v-strict generating systemfor N , from part (ii) and from the fact that S0m;n is at over Sm;n. Since K��,(�) � radS�m;n, the faithfulness follows from that ofeK[�]! ((K 0)�=K�� � (K 0)�)[�]:3.2. Restrictions to Rational Polydiscs. | Let " 2 pjK n f0gj with1 > " > 0. PutTm;n(") = Tm;n(";K) := �X a������ 2 K[[�; �]] : limj�j+j�j!1 "j�jja�� j = 0� :By [6, Theorem 6.1.5.4], Tm;n(") is K-a�noid. De�ne a modi�ed Gauss normk�k" on Tm;n(") by X a������" := max�;� "j�j ja�� j(see [6, Proposition 6.1.5.2]). By [6, Proposition 6.1.5.5], k�k" = k�ksup onTm;n("). In this subsection we make extensive use of k � ksup on a�noidalgebras. Quasi-a�noid algebras also possess supremum seminorms, but wewill not make use of them until after we prove the quasi-a�noid Nullstellensatz,Theorem 4.1.1.By �" denote the natural inclusion�" : Sm;n ,! Tm;n(");which corresponds to the restriction to the rational polydiscMax Tm;n(").In the case that " 2 jKj with 1 > " > 0, �x c 2 K with jcj = ". Then theK-a�noid map '" : Tm;n(")! Tm+ngiven by � 7! � and � 7! c �� identi�es Tm;n(") with Tm+n, and for f 2 Tm;n("),we have kfksup = k'"(f)k. By �0" we denote the inclusion�0" := '" � �" : Sm;n ,! Tm+n;thus �0"(f) = f(�; c � �) for f 2 Sm;n. Note that the morphisms '" and �0"depend on the choice of c.We are interested in the uniform behavior of the inclusions �" as " ! 1.In particular, we show in Theorem 3.2.3 that the image under �" of a strictgenerating system remains strict for " su�ciently large.For this purpose we de�ne a map � : Sm;n ! R+ as follows (assumingthat n � 1). Let f = P f�(�)�� 2 Sm;n and put i := eo(f). If i = 0;1 put



50 LEONARD LIPSHITZ & ZACHARY ROBINSON�(f) := 0. Otherwise, put�(f) := maxj�j<i �kf�kkfk � 1i�j�j :Note that 0 � �(f) < 1. The number �(f) is called the spectral radius off . The following observations are useful in computations involving the spectralradius: k�"(f)ksup � "eo(f) kfk ;with equality when 1 > " � �(f), and�(f) = inffjcj : c 2 (K 0)� and eo(f(�; c � �)) = eo(f)g;where K 0 � K is algebraically closed. Hence if f � g 6= 0,�(f � g) = maxf�(f); �(g)g:It is suggestive to compare the spectral radius with the spectral value of amonic polynomial de�ned in [6, Section 1.5.4].We de�ne the spectral radius of a submodule M of (Sm;n)`, n � 1 by�(M) := inffg1;:::;grg2Mmaxf�(g1); : : : ; �(gr)g;whereM is the collection of all v-strict generating systems fg1; : : : ; grg of M .Remark 3.2.1. | (i) Let " 2 jKj with 1 > " > 0. We have the followingcommutative diagram Tm;n(")�����" � @@@@'"RSm;n �0" - Tm+nand '" is an isometric isomorphism. Since '" is an isometry, this yields anidenti�cation of eTm;n(") with eK[�; �] = eTm+n, where eTm;n(") is the quotientof the subring of power-bounded elements of Tm;n(") modulo its ideal oftopologically nilpotent elements (see [6, Section 6.3]).(ii) Let " 2 pjK n f0gj with 1 > " > 0. Let K 0 be a �nite algebraicextension of K and suppose fc1; : : : ; csg is a K-Cartesian basis of K 0 (see [6,De�nition 2.4.1.1]). Then fc1; : : : ; csg is also a k�ksup-Cartesian basis for theTm;n(")-module T 0m;n(") := Tm;n(";K 0). This is easily seen using the modi�ed



RINGS OF SEPARATED POWER SERIES 51Gauss norm k�k", as follows. Let f 2 T 0m;n("); then f = sXi=1 cifi with eachfi 2 Tm;n(") and kfk" = max1�i�s jcij kfik".(iii) Using the notation of part (ii), observe that f c1c1 ; : : : ; csc1 g is a K-Cartesian basis of K 0; hence we may assume that c1 = 1. Let M be asubmodule of (Tm;n("))` and put M 0 := T 0m;n(") � M . Let f 2 (Tm;n("))`;then kfkM = kfkM 0 (see De�nition 3.1.5). This is proved as follows. ByLemma 3.1.4, there is a g 2 M 0 such that kf � gk = kfkM 0 . We may writeg = sXi=1 cigi with each gi 2M . By part (ii),kf � gk" = max fkf � g1k" ; jc2j kg2k" ; : : : ; jcsj kgsk"g� kf � g1k"� kfkM :Since kfkM 0 � kfkM , we have kfkM = kfkM 0 .Our immediate goal, Theorem 3.2.3, is to show that a strict generatingsystem remains strict upon restriction to a suitably large rational polydisc.Lemma 3.2.2 is the inductive step of the slicing argument involved. It makesspecial use of condition (i) of Lemma 3.1.1.Lemma 3.2.2. | Let M be a submodule of (Sm;n)`, let g1; : : : ; gr 2M withkg1k = � � � = kgrk = 1, and suppose that feg1; : : : ; egrg is an eo-strict generatingsystem of fM . Suppose B 2 B satis�es fg1; : : : ; grg � (Bh�i[[�]])` \M , and letB = B0 � B1 � : : : be the natural �ltration of B. Let " 2pjK n f0gj be suchthat 1 > " � maxf�(g1); : : : ; �(gr)g. Supposef 2M \ �(Bph�i[[�]])` n (Bp+1h�i[[�]]`� :Then there are a1; : : : ; ar 2 f0g [ (Bph�i[[�]] nBp+1h�i[[�]]) such that(i) k�"(f)ksup � max1�i�r k�"(aigi)ksup (recall k � ksup = k � k" on Tm;n(")) and(ii) kf �Pri=1 aigik < kfk.Proof. | Choose a1; : : : ; ar 2 f0g[(Bph�i[[�]]nBp+1h�i[[�]]) as in Lemma 3.1.1.By Lemma 3.1.1 (i), �(aigi) � ", sok�"(aigi)ksup = "eo(aigi)kaigik � "eo(aigi)kfk:By Lemma 3.1.1 (ii)0, we getk�"(aigi)ksup � "eo(aigi)kfk � "eo(f)kfk � k�"(f)ksup ;which yields (i). Since f 2M , (ii) follows from Lemma 3.1.1 (iii).



52 LEONARD LIPSHITZ & ZACHARY ROBINSONTheorem 3.2.3. | Let M be a submodule of (Sm;n)`, n � 1, with v-strictgenerating system fg1; : : : ; grg � M�. Let " 2 pjK n f0gj with 1 > " �max1�i�r �(gi), and assume either that K is a stable �eld (see [6, De�ni-tion 3.6.1.1]) or that " 2 jKj. Then f�"(g1); : : : ; �"(gr)g is a k�ksup-strict gen-erating system of the Tm;n(")-module �"(M) � Tm;n(") � (Tm;n("))`.Proof. | Suppose �rst that " 2 jKj. Then by Remark 3.2.1 (i), we have thefollowing commutative diagram, Tm;n(")�����" � @@@@'"RSm;n �0" - Tm+nwhere '" is an isometric isomorphism. We will therefore show thatf�0"(g1); : : : ; �0"(gr)g is a k�k-strict generating system of the Tm+n-module �0"(M)�Tm+n � (Tm+n)`.By Lemma 3.1.4 (applied to Tm+n = Sm+n;0), it su�ces to show for eachf 2 �0"(M) � Tm+n n f0g that there are a1; : : : ; ar 2 Tm+n such thatkfk = max1�i�r ai�0"(gi) and f � rXi=1 ai�0"(gi) < kfk :(3.2.1)Write f = rXi=1 fi�0"(gi) for some f1; : : : ; fr 2 Tm+n. Find polynomials f 01; : : : ; f 0r 2K[�; �] such that each kf 0i � fik < kfk. Then rXi=1 fi�0"(gi)� rXi=1 f 0i�0"(gi) < kfk ;since k�0"(gi)k � 1 for all i. Put f 0 :=Pri=1 f 0i�0"(gi). It su�ces to prove (3.2.1)for f 0.Since the f 0i are polynomials, f 0 = �0"(F ) for some F 2M . We wish to applyLemma 3.2.2. Since kSm;nk = jKj, we may assume kFk; kg1k; : : : ; kgrk =1. Hence by Lemma 3.1.2, feg1; : : : ; egrg is an eo-strict generating system offM . Choose B 2 B such that F; g1; : : : ; gr 2 (Bh�i[[�]])` \M . By iteratedapplication of Lemma 3.2.2 (recall that " 2 jKj, hence Tm;n(") and Tm+n areisometrically isomorphic) we obtain a sequence faijg � Bh�i[[�]] such thata10; : : : ; ar0 = 0 and for every s 2 N,



RINGS OF SEPARATED POWER SERIES 53(i) �0"(F � X1�i�r0�j�saijgi) � �0"(ais+1gi), and(ii) F � X1�i�r0�j�saijgi > F � X1�i�r0�j�s+1aijgi.Since Bh�i[[�]] is complete in k�k and jB n f0gj � R+ n f0g is discrete, by (ii),F � rXi=1 aigi = 0; where ai :=Xj�0 aij :Hence kf 0 �Pri=1 �0"(ai)�0"(gi)k = 0 < kf 0k. It follows from (i) that kf 0k =k�0"(F )k � maxi;j k�0"(aijgi)k and hence thatf 0 = max1�i�r �0"(aigi) :This concludes the proof in case " 2 jK n f0gj.It remains to treat the case that K is a stable �eld. Let K 0 be a �nitealgebraic extension of K with " 2 jK 0j. Let S0m;n := Sm;n(E;K 0) and letM 0 :=M �S0m;n. By Lemma 3.1.11, fg1; : : : ; grg is a v-strict generating systemof M 0. Therefore, by the preceding case, f�"(g1); : : : ; �"(gr)g is a k�ksup-strictgenerating system of the T 0m;n(")-module �"(M) � T 0m;n(").Let f1 = c1; : : : ; csg be a K-Cartesian basis of K 0, and let f 2 (Tm;n("))` �(T 0m;n("))`. By the previous case there are a1; : : : ; ar 2 T 0m;n(") such thatf � rXi=1 ai�"(gi)sup = kfk�"(M)�T 0m;n(") ; andkfksup � max1�i�r kai�"(gi)ksup :For i = 1; : : : ; r, write ai = sXj=1 cjaij with aij 2 Tm;n("):Then as in Remark 3.2.1 (iii),f � rXi=1 ai1�"(gi)sup = kfk�"(M)�Tm;n(") ; andkfksup � max1�i�r kai1�"(gi)ksup :Thus f�"(g1); : : : ; �"(gr)g is a k�ksup-strict generating system of the Tm;n(")-module �"(M) � Tm;n(").



54 LEONARD LIPSHITZ & ZACHARY ROBINSONLet M be a submodule of (Sm;n)`. Lemma 3.2.5 uses Theorem 3.2.3 torelate the structure of fM to that of (�"(M) � Tm;n("))� for " large enough.Lemma 3.2.6 will be used in Section 4 to prove that Sm;n is a UFD.De�nition 3.2.4. | LetM be a submodule of (Sm;n)`, n � 1, and considerfM � (eSm;n)`. Note that each f 2 (eSm;n)` can be written uniquely asf = Pj�j�eo(f) f�(�)�� , where each f� 2 ( eK[�])`. De�ne �(M), the uniformresidue module of M , to be the eK [�; �]-submodule of ( eK [�; �])` generatedby the elements Pj�j=eo(f) f�(�)�� for f 2 fM .The name uniform residue module is justi�ed by the following lemma.Lemma 3.2.5. | Let M be a submodule of (Sm;n)`, n � 1, and let K 0 bea complete extension �eld of K. Suppose " 2 jK 0j with 1 > " > �(M). PutN := �"(M) � Tm;n(";K 0) � (Tm;n(";K 0))`. Then eN = eK 0 � �(M), where wehave identi�ed eTm;n(";K 0) with eK 0[�; �].Proof. | Let S0m;n := Sm;n(E;K 0) and let M 0 := S0m;n � M . Choose a v-strict generating system fg1; : : : ; grg of M with " > max1�i�r �(gi). ByLemma 3.1.11 (ii), fg1; : : : ; grg is a v-strict generating system of M 0. Henceby Theorem 3.2.3, f�"(g1); : : : ; �"(gr)g is a k�ksup-strict generating system of�"(M) � Tm;n(";K 0) = N . Put Gi := c�eo(gi)�"(gi) where c 2 K 0 is chosen withjcj = ". By Lemma 3.1.4, f eG1; : : : ; eGrg generates eN .Lemma 3.2.6. | Let I � Sm;n be an ideal. Suppose �(I) is principal; thenI is principal.Proof. | For h 2 eSm;n, let h� denote the leading form in � of the power seriesh. Note that (hg)� = h�g�. Choose h1; : : : ; hs 2 eI such that fh�1; : : : ; h�sggenerates �(I). Suppose g 2 eK[�; �] generates �(I). Since each h�i is a multipleof g, deg� g � min1�i�s(deg� h�i ) =: d. Since g is a linear combination of theh�i , eo(g) � min1�i�s eo(h�i ) = d. Hence g is homogeneous in � of degree d,and g = G� for some G 2 eI. By Corollary 2.2.4, it su�ces to show that Ggenerates eI.Let eJ be the ideal of eSm;n generated by G. Clearly eI � eJ ; we will show thateI = eJ . Suppose there is some f 2 eI n eJ . By Theorem 3.1.3, we may assumethat eo(f � h) � eo(f)(3.2.2)for all h 2 eJ . Since f� 2 �(I), there is some a 2 eK[�; �] such that f� = ag =(ag)� = a�G� = (aG)�, contradicting (3.2.2).



RINGS OF SEPARATED POWER SERIES 553.3. Contractions from Rational Polydiscs. | In this subsection, wetransfer information from Tm;n(") back to Sm;n. The main results are Theo-rem 3.3.1 and its Corollaries, which show, roughly speaking, how to replacepowers of " with powers of (�) for " near 1. Of course, when K is discretelyvalued, " cannot, in general, belong to jKj. It is therefore sometimes necessaryto extend the ground �eld as we did in Subsection 3.2.For f 2 Kh�; �i = Tm+n, n � 1, let ed(f) := 1 if f = 0. Otherwise, writef(�) = �f�(�)�� and let ed(f) be the largest ` 2 N such that for some � withj�j = ` we have kfk = kf�k. We call ed(f) the residue degree of f . Notethat if kfk = 1, ed(f) is the total degree of ef as a polynomial in �.Let (A; v) be a normed ring and let f = �f��� , g = �g��� 2 A[[�]]. We sayg is a majorant of f i� v(f�) � v(g�) for all �.Let c 2 A with v(c) � 1, and supposeXj�j�a �� + Xj�j>a cj�j�a��is a majorant of f and Xj�j�b�� + Xj�j>b cj�j�b��is a majorant of g. Put e := maxfa; bg. Then(i) Xj�j�e�� + Xj�j>e cj�j�e�� is a majorant of f + g, and(ii) Xj�j�a+b �� + Xj�j>a+b cj�j�(a+b)�� is a majorant of fg.Note, for any f 2 Sm;n with kfk = 1 and any c 2 K�, that f(�; c � �) ismajorized byP cj�j�� . This fact will be used in the proof of the next theorem,which, for f 2 (Sm;n)` and M a submodule of (Sm;n)`, relates vM (f) andk�"(f)k�"(M)�Tm;n("), when " is su�ciently large. The proof shows, via theconcept of majorization, that if the \slicing" in (Tm;n("))` is done carefully,then it pulls back to (Sm;n)`.Theorem 3.3.1. | Let M be a submodule of (Sm;n)`, n � 1, let " 2pjK n f0gj with 1 > " > �(M). Then for every f 2 (Sm;n)`,vM (f) � (kfk; 2��);where � 2 N [f1g is the least element such that "�kfk � k�"(f)k�"(M)�Tm;n(").If � =1, then vM (f) = (0; 0).Proof. | Let K 0 be the completion of the algebraic closure of K, and putS0m;n := Sm;n(E;K 0), T 0m;n(") := Tm;n(";K 0) and M 0 := S0m;n � M . By



56 LEONARD LIPSHITZ & ZACHARY ROBINSONLemma 3.1.11, �(M 0) � �(M) and vM 0(f) = vM (f). Certainly,k�"(f)k�"(M 0)�T 0m;n(") � k�"(f)k�"(M)�Tm;n(") :Therefore, we may assume K = K 0, so that, in particular, " 2 jKj and Tm;n(")is isometrically isomorphic to Tm+n. Choose c 2 K with jcj = ". We mayreplace �" by �0" as in Remark 3.2.1 (i).Since "eo(f)kfk � k�0"(f)k, if k�0"(f)k = k�0"(f)k�0"(M)�Tm+n there is nothing toshow. Therefore, we may assume thatk�0"(f)k�0"(M)�Tm+n < k�0"(f)k:(3.3.1)We may further assume that kfk = 1.Let � 2 N [ f1g be the least element such that "� � k�0"(f)k�0"(M)�Tm+n .By (3.3.1), � > 0. Fix � 2 N, � < �. We must show thatvM (f) < (kfk; 2��):Let fg1; : : : ; grg be a v-strict generating system of M with kg1k = � � � =kgrk = 1 and " > max1�i�r �(gi). For 1 � i � r, put Gi := c�eo(gi)�0"(gi), wherec 2 K with jcj = ", and �nd B 2 B such that �0"(f), G1; : : : ; Gr 2 (Bh�; �i)`.Let B = B0 � B1 � : : : be the natural �ltration of B.Claim (A). | Let F 2 (Bph�; �i)` n (Bp+1h�; �i)` and suppose for someh 2 �0"(M)�Tm+n that kF�hk < kFk. Then there are polynomials hi 2 Bp[�; �]such that(i) F � rXi=1 hiGi < kFk, and(ii) maxfeo(Gi) + deg�(hi) : hi 6= 0g = ed(F ).Let �p : Bp ! eBp � eK 0 denote a residue epimorphism (of B-modules), andwrite eK = eBp � V for some eB-vector space V . TheneTm+n = eK[�; �] = eBp[�; �]� V [�; �](3.3.2)as eB[�; �] modules. Since kF � hk < kFk,�p(F ) 2 (�0"(M) � Tm+n)�:Since Tm;n(") is isometrically isomorphic to Tm+n, by Theorem 3.2.3 andLemma 3.1.4, f eG1; : : : ; eGrg generates (�0"(M) � Tm+n)�. Thus there are ehi 2eK[�; �] such that �p(F ) = rXi=1 ehi eGi:(3.3.3)



RINGS OF SEPARATED POWER SERIES 57By (3.3.2) we may assume that eh1; : : : ;ehr 2 eBp[�; �]. Furthermore, since eachcomponent of each eGi is either 0 or a sum of monomials of total �-degree equalto eo( eGi) we may assume thatmaxfeo(Gi) + ed(ehi) : ehi 6= 0g = ed(F ):Find h1; : : : ; hr 2 Bp[�; �] withmaxfeo(Gi) + deg�(hi) : hi 6= 0g = ed(F )and �p(hi) = ehi, 1 � i � r. Now by (3.3.3),�p�F � rXi=1 hiGi� = 0:This proves the claim.By (3.3.1) and Claim A, there are polynomials hi0 2 B[�; �] such thatmax1�i�r khi0k = k�0"(f)k, �0"(f) �Pri=1 hi0Gi < k�0"(f)k and maxfeo(Gi) +deg�(hi0) : hi0 6= 0g = ed(�0"(f)). Moreover, since P� cj�j�� majorizes eachcomponent of �0"(f), khi0k � "ed(�0"(f)) � "eo(Gi) � "deg�(hi0):In the next claim, we iterate this procedure.Claim (B). | There is a �nite sequence fhijg � B[�; �] such that(i) for each s, �0"(f)� sXj=0 rXi=1 hijGi < �0"(f)� s�1Xj=0 rXi=1 hijGi,(ii) for each s, max1�i�r khisk = �0"(f)� s�1Xj=0 rXi=1 hijGi,(iii) for each i, s, sXj=0 hij is majorized by ceo(Gi)X� cj�j��, and(iv) �0"(f)�Xj�0 rXi=1 hijGi < "�.Note that the sum in (iv) is a �nite sum.Assume hij , 1 � i � r, 0 � j � s, have been chosen so that conditions (i),(ii) and (iii) are satis�ed, as they are by h10; : : : ; hr0. Assume condition (iv)is not satis�ed, and �nd p 2 N so that�0"(f)� sXj=0 rXi=1 hijGi 2 (Bph�; �i)` n (Bp+1h�; �i)`:(3.3.4)



58 LEONARD LIPSHITZ & ZACHARY ROBINSONSince condition (iv) is not satis�ed and since "� > k�0"(f)k�0"(M)�Tm+n , we mayapply Claim A to F := �0"(f) �Psj=0Pri=1 hijGi. This yields polynomialshis+1 2 Bp [�; �] such that�0"(f)� s+1Xj=0 rXi=0 hijGi < �0"(f)� sXj=0 rXi=1 hijGi(3.3.5)and max1�i�rfeo(Gi) + deg� his+1 : his+1 6= 0g = d;(3.3.6)where d := ed��0"(f)�Psj=0Pri=1 hijGi�.By (3.3.5), condition (i) is satis�ed for s + 1. Since his+1 2 Bp [�; �],by (3.3.4), condition (ii) is also satis�ed for s + 1. To prove (iii) for s + 1,it su�ces to show, for each 1 � i � r, that khis+1k � "eo(Gi)+deg�(his+1). Ifhis+1 = 0 we are done. Otherwise, by (3.3.6),deg�(his+1) � d� eo(Gi):By (iii), each component of �0"(f)�Psj=0Pri=1 hijGi is majorized byP� cj�j�� .Therefore, �0"(f)�Psj=1Pri=1 hijGi � "d.Since (ii) is satis�ed for s+ 1, the above yieldskhis+1k � �0"(f)� sXj=0 rXj=1 hijGi� "d= "eo(Gi)+(d�eo(Gi))� "eo(Gi)+deg�(his+1);proving that (iii) is satis�ed for s + 1. The claim now follows from the factthat jB n f0gj � R+ n f0g is discrete.For 1 � i � r, put hi := c�eo(Gi)Xj�0 hij :Since hi is a polynomial (recall that the above sum is �nite), there is someh�i 2 Sm;n so that hi = �0"(h�i ). By Claim B (iii), max1�i�r kh�i k � 1. Write�0"(f)�Xj�0 rXi=1 hijGi =X� C�(�)�� :



RINGS OF SEPARATED POWER SERIES 59Then f � rXi=1 h�i gi =X� c�j�jC�(�)�� :Note that f � rXi=1 h�i gi � 1 = kfk:If f �Pri=1 h�i gi < 1 we are done. Otherwise, f �Pri=1 h�i gi = 1, and wewant eo�f �Pri=1 h�i gi� > �. Put  := eo�f �Pri=1 h�i gi�. Thenmaxj�j= kc�C�k = 1;i.e., " = maxj�j= kC�k � �0"(f)�Pj�0Pri=1 hijGi < "� . Therefore,  > �.Finally, in the case that � = 1, we must show that vM (f) = (0; 0). ByTheorem 3.1.3, we may assume that v(f) = vM (f) and hence kfk = kfkM .By the above, we have v(f) < (kfk ; 2��)for all � 2 N. Hence f = 0; i.e., vM (f) = (0; 0).Corollary 3.3.2. | Let M be a submodule of (Sm;n)`, n � 1, and let" 2pjK n f0gj with 1 > " > �(M). Then M = ��1" (�"(M) � Tm;n(")).Proof. | Let f 2 ��1" (�"(M) � Tm;n(")). Since �"(f) 2 �"(M) � Tm;n("), The-orem 3.3.1 with � = 1 yields vM (f) = (0; 0). Hence by Theorem 3.1.3,f 2M .Corollary 3.3.3. | Let M be a submodule of (Sm;n)`, n � 1 and let f 2(Sm;n)`. Then kfkM = lim"!1�"2pjKj k�"(f)k�"(M)�Tm;n("):Indeed, �nd h 2 M so that vM (f) = v(f � h), and let F := f � h. Then forevery " 2pjKj, if 1 > " > �(M), we havekfkM = kFk � k�"(f)k�"(M)�Tm;n(") � "eo(F )kFk:(3.3.7)Moreover, when in addition " > �(F ), equality holds in the rightmost partof (3.3.7).



60 LEONARD LIPSHITZ & ZACHARY ROBINSONProof. | The only assertion that needs proof isk�"(f)k�"(M)�Tm;n(") � "eo(F )kFk:(3.3.8)Let � 2 N [ f1g be the least element such that"�kFk < k�"(F )k�"(M)�Tm;n(") = k�"(f)k�"(M)�Tm;n("):If (3.3.8) does not hold, � � eo(F ) + 1. So by Theorem 3.3.1,vM (f) = v(F ) = (kFk; 2�eo(F )) � (kFk; 2�eo(F )�1):If F 6= 0, this is a contradiction. The additional assertion in the case that" > �(F ) follows from k�"(f)k�"(M)�Tm;n(") � k�"(F )ksup = "eo(F ) � kFk.Corollary 3.3.4. | Let I be an ideal of Sm;n and M a submodule of(Sm;n=I)`. Let ' : (Sm;n)` ! (Sm;n=I)` denote the canonical projectionand put N := '�1(M). Let " 2 pjK n f0gj with 1 > " > �(N), and letf 2 (Sm;n=I)`. Then vM (f) � (kfkI�(Sm;n)` ; 2��) where � 2 N [ f1g is theleast element such that"�kfkI�(Sm;n)` � k�"(f)k�"(M)�(Tm;n(")=�"(I)�Tm;n(")):In particular, if � =1 then vM (f) = 0.Proof. | By Lemma 3.1.4, there is some F 2 (Sm;n)` such that '(F ) = fand kFk = kfkI�(Sm;n)` . Sincek�"(f)k�"(M)�(Tm;n(")=�"(I)�Tm;n(")) = k�"(F )k�"(N)�Tm;n(")and vM (f) = vN (F );the conclusion follows from Theorem 3.3.1.3.4. Restrictions to Open Polydiscs. | In previous subsections, westudied properties of the restriction maps �" : Sm;n ! Tm;n(") to the closedpolydiscs Max Tm;n("). As in [6, Section 9.3], the collection fMax Tm;n(") : " 2pjK n f0gjg is an admissible open cover of ["Max Tm;n("). In fact, as we willsee in Subsection 4.1, ["Max Tm;n(") = MaxSm;n. Properties of the restrictionmaps �" gave us information about residue norms vM .In this subsection, we study properties of restrictions from MaxSm;n to �-nite unions of disjoint open polydiscs. When the polydiscs have K-rationalcenters, these restriction maps take the form ' : Sm;n ! �rj=1S0;m+n. Such re-strictions are not related in any natural way to admissible covers of MaxSm;n.Nonetheless, as we show in Theorems 3.4.3 and 3.4.6, such restrictions areisometries in the residue norms derived from k � k and, respectively, I and'(I), provided that the �nite collection of open polydiscs is chosen appropri-ately.



RINGS OF SEPARATED POWER SERIES 61In Subsection 5.5, we prove that for certain reduced quotients Sm;n=I, thenorms k � kI and k � ksup are equivalent. In that subsection we use Theo-rems 3.4.3 and 3.4.6 to reduce this to the much simpler case of reduced quo-tients S0;m+n=I.We �rst treat the case of a restriction to a �nite union of disjoint openpolydiscs withK-rational centers. The extension to the case of non-K-rationalcenters is explained in De�nition 3.4.4, Lemma 3.4.5 and Theorem 3.4.6.De�nition 3.4.1. | Let c1; : : : ; cr 2 (K�)m with jci � cj j = 1, 1 � i < j �r. For j = 1; : : : ; r, consider the ideal Ij of Sm;n+m given byIj := (�1 � cj1 � �n+1; : : : ; �m � cjm � �n+m) � Sm;n+m:Put I := \rj=1Ij and de�neDm;n(c) := Sm;n+m=I:Let !c : Sm;n ! Dm;n(c)be the K-algebra homomorphism induced by the natural inclusion Sm;n ,!Sm;n+m.For c1; : : : ; cr as above, consider the open polydiscs�m;n(cj) := f(a; b) 2 (K 0)m+n : ja� cj j < 1 and jbj < 1g;where K 0 � K is complete and algebraically closed. Put�m;n(c) := r[j=1�m;n(cj):It is a consequence of the results in Subsection 5.3 thatDm;n(c) is the ring ofK-quasi-a�noid functions corresponding to the quasi-rational domain �m;n(c),and that !c is an inclusion. This justi�es regarding !c as a restriction to�m;n(c). However, we make no use of the results of Subsection 5.3 here.It is also a consequence of the results of Subsection 5.3 that Dm;n(c) isisomorphic to �rj=1S0;n+m. The next lemma gives a proof of a sharper result.It is easily checked that the assignments�i 7! (�i; : : : ; �i); 1 � i � n+m;�i 7! (�n+i + c1i; : : : ; �n+i + cri); 1 � i � m;induce a K-algebra homomorphism�c : Dm;n(c)! rMj=1 S0;n+m:



62 LEONARD LIPSHITZ & ZACHARY ROBINSONLemma 3.4.2. | �c is an isometric isomorphism; in particular,k�c(f)k = kfkIfor every f 2 Dm;n(c).Proof. | Note, by the Weierstrass Division Theorem, Theorem 2.3.2, thatSm;n+m=Ij = S0;n+m, 1 � j � r. The fact that �c is an isomorphism is nowa consequence of [25, Theorem 1.4], and the fact that the ideals I1; : : : ; Ir arecoprime in pairs.Since the map Dm;n(c) ! Dm;n(c)=Ij � Dm;n(c) is a contraction, 1 � j �r, it follows that �c is a contraction. Thus we may de�ne a eK-algebrahomomorphism e�c : eDm;n(c)! rMj=1 eS0;n+m;as in the paragraph preceding Lemma 3.1.10. To show that �c is an isometry,it su�ces to show that e�c is injective.By Lemma 3.1.4, eDm;n(c) = eSm;n+m=eI:It is not hard to see thateIj = (�1 � ecj1 � �n+1; : : : ; �m � ecjm � �n+m) � eSm;n+m;1 � j � r. (Indeed, there is a linear isometric change of variables under whichthe image of each ideal Ij is generated by �1; : : : ; �m.) Because jci � cj j = 1,1 � i < j � r, the ideals eI1; : : : ; eIr are coprime in pairs. Hence by [25,Theorem 1.3], r\j=1 eIj = rYj=1 eIj:We have:eI = 0@ r\j=1 Ij1A� � r\j=1 eIj = rYj=1 eIj �0@ rYj=1 Ij1A� � 0@ r\j=1 Ij1A� :Thus eI = \rj=1eIj. By [25, Theorem 1.4], e�c is an isomorphism.From now on, we will also denote by !c the map!c : Sm;n ! Dm;n(c) �c�! rMj=1 S0;n+m:



RINGS OF SEPARATED POWER SERIES 63Observe that!c(f(�; �)) = rMj=1 f(�n+1 + cj1; : : : ; �n+m + cjm; �1; : : : ; �n):Theorem 3.4.3. | Let M be a submodule of (Sm;n)`. Suppose there arec1; : : : ; cr 2 (K�)m with jci � cj j = 1, 1 � i < j � r, such that for everyp 2 Ass ((eSm;n)`=fM ), there is an i, 1 � i � r, withmi := (� � eci; �) � p;(e.g., suppose K is algebraically closed). Consider the Sm;n-module homomor-phism ' : (Sm;n)` ! 0@ rMj=1 S0;n+m1A`induced by !c. Put N := '(M) � (�rj=1S0;n+m). Then:(i) If fg1; : : : ; gsg is a k � k-strict generating system of M , thenf'(g1); : : : ; '(gs)g is a k � k-strict generating system of N .(ii) kfkM = k'(f)kN for every f 2 (Sm;n)`.(iii) '�1(N) =M .In particular, under the above assumptions on K, given an ideal I of Sm;n,there is an isometric embedding ' : Sm;n=I ! A, where A is a �nite extensionof S0;d and d = dimSm;n=I.Proof. | (i) This follows from Lemma 3.1.10 (i) once we show that e!c is at.Applying [25, Theorem 7.1], to each of the r maximal ideals of �rj=1 eS0;n+m,we are reduced to proving that each map(eSm;n)mj ! eS0;n+m : f(�; �) 7! f(�n+1 + ecj1; : : : ; �n+m + ecjm; �1; : : : ; �n)is at, 1 � j � r. The atness of these maps is a consequence of the LocalFlatness Criterion ([25, Theorem 22.3]), becauseeSm;n=mj̀ �= eS0;n+m=(�1; : : : ; �n+m)` = eK[�]=(�)`and mj is mapped into rad (eS0;n+m).(ii) Let f 2 (Sm;n)`. By Lemma 3.1.4, we may assume thatkfk = kfkM = 1;and we must prove that k'(f)kN = 1:



64 LEONARD LIPSHITZ & ZACHARY ROBINSONIn other words, we may assume that ef 62 fM and we must prove that e'( ef) 62 eN .By part (i) and Lemma 3.1.4, it su�ces to show thate'( ef) 62 e'(fM ) �0@ rMj=1 eS0;n+m1A :Put P := (eSm;n)`=fM;A := eSm;n; B := rMj=1(eSm;n)mj ; C := rMj=1 eS0;n+m:Consider the sequenceP ! P 
A B ! (P 
A B)
B C:We wish to show that the composition is injective. The injectivity of P
AB !(P 
AB)
BC is a consequence of [25, Theorem 7.5], because C is a faithfullyat B-algebra (see proof of part (i)). It remains to show that the mapP ! rMj=1 Pmj = P 
A Bis injective.Let x 2 P n f0g. We must show for some j, 1 � j � r, thatAnn (x) := fa 2 eSm;n : ax = 0g � mj :By [25, Theorem 6.1], there is some associated prime ideal q 2 Ass (P ) suchthat Ann (x) � q. But we have assumed that q � mj for some j, 1 � j � r.This completes the proof of part (ii).(iii) This is an immediate consequence of part (ii), above.The last assertion is now a consequence of Remark 2.3.6 and the observationthat �rj=1S0;n+m is a �nite S0;n+m-algebra.In what follows, we treat the case that the centers c may be non-K-rational.Notice that even in the rational case, because K is non-Archimedean, discsdo not have uniquely determined centers (indeed, every point of the discis a center). Hence the rational \centers" actually correspond to points ofeKm � f0gn. In the non-K-rational case, they correspond to maximal idealsof eSm;n. In other words, for c, c0 2 (K�alg)m, the rings of K-quasi-a�noidfunctions on the open unit polydiscs �m;n(c) and �m;n(c0) coincide preciselywhen there is an element  of the Galois group of Kalg over K such thatjc� (c0)j < 1. This occurs if, and only if, mec = mec0 , where mec is the maximalideal of elements of eSm;n vanishing at (ec; 0). (The reader may wish to refer toSubsections 4.1 and 5.3.) This motivates the following de�nition.



RINGS OF SEPARATED POWER SERIES 65De�nition 3.4.4. | Let c1; : : : ; cr 2 (K�alg)m satisfy meci 6= mecj , 1 � i <j � r, and [K(c) : K] = [ eK(ec) : eK]. For j = 1; : : : ; r, write cj = (cj1; : : : ; cjm)and let fj`(�1; : : : ; �`) be the polynomial monic and of least degree in �` suchthat fj`(cj1; : : : ; cj`) = 0. We may choose fj` 2 K�[�1; : : : ; �`].Consider the ideal Ij of Sm;n+m given byIj := (fj1(�1)� �n+1; : : : ; fjm(�1; : : : ; �m)� �n+m) � Sm;n+m:Put I := \rj=1Ij and de�neDm;n(c) := Sm;n+m=I:Let !c : Sm;n ! Dm;n(c)be the K-algebra homomorphism induced by the natural inclusion Sm;n ,!Sm;n+m.As we remarked above, Dm;n(c) is again the ring of K-quasi-a�noid func-tions on �m;n(c). When c is non-K-rational, the structure of Dm;n(c) is onlyslightly more complicated.For i 6= j, meci 6= mecj . It follows from the Nullstellensatz for eK[T ] thatmeci +mecj = (1). Since eIi + eIj + (�) � meci +mecj , eIi + eIj contains a unit of theform 1 + f; f 2 (�)eSm;n+m:This implies that the ideals Ij are coprime in pairs. By [25, Theorem 1.4], theinduced map �c : Dm;n(c)! rMj=1 Sm;n+m=Ijis a K-algebra isomorphism.Since Sm;n+m=Ij = Dm;n(c)=Ij , the map �c is a contraction. To see that itis an isometry, we show that the induced mape�c : eDm;n(c)! rMj=1 eSm;n+m=eIjis an isomorphism. This is a consequence of the above-noted fact that theideals eIj are coprime in pairs.Each element fj`(�1; : : : ; �`) � �n+` is regular in �` in the sense of Def-inition 2.3.1. Therefore, by the Weierstrass Division Theorem 2.3.2, eachSm;n+m=Ij is a �nite, free S0;n+m-module.We have established the following generalization of Lemma 3.4.2.



66 LEONARD LIPSHITZ & ZACHARY ROBINSONLemma 3.4.5. | With the above notation, �c is an isometric isomorphism;in particular, k�c(f)k := max1�j�r kfkIj = kfkIfor every f 2 Dm;n(c). Furthermore, there is a �nite, torsion-free monomor-phism S0;n+m ! Dm;n(c).The generalization of Theorem 3.4.3 isTheorem 3.4.6. | Let M be a submodule of (Sm;n)`. Choose c1; : : : ; cr 2(K�alg)m with meci 6= mecj , 1 � i < j � r, such that for every p 2 Ass ((eSm;n)`=fM )there is an i, 1 � i � r, with meci � p;where meci is the maximal ideal of elements of eSm;n that vanish at (eci; 0).Consider the Sm;n-module homomorphism' : (Sm;n)` ! 0@ rMj=1 Sm;n+m=Ij1A`induced by �c � !c. Put N := '(M) � (�rj=1Sm;n+m=Ij). Then:(i) If fg1; : : : ; gsg is a k � k-strict generating system of M , thenf'(g1); : : : ; '(gs)g is a k � kI -strict generating system of N .(ii) kfkM = k'(f)kN for every f 2 (Sm;n)`.(iii) '�1(N) =M .In particular, for any quasi-a�noid algebra B = Sm;n=I, there is an isometricembedding ' : B ! A, where A is a �nite extension of S0;d and d = dimB.Proof. | The proof is nearly identical to that of Theorem 3.4.3. Note thateach eSm;n+m=eIj �= S0;n+m(E;K(cj))�by the Cohen Structure Theorem [25, Theorem 28.3].Remark 3.4.7. | By Corollary 5.1.10, the K-algebra homomorphisms ' ofTheorems 3.4.3 and 3.4.6 are isometries in k � ksup.



RINGS OF SEPARATED POWER SERIES 674. The Commutative Algebra of Sm;nIn this Section, we establish several key algebraic properties of the ringsof separated power series. The rings Sm;n satisfy a Nullstellensatz (Theo-rem 4.1.1), they are regular rings of dimension m+ n (Corollary 4.2.2), theyare excellent when the characteristic of K is zero (Proposition 4.2.3), andsometimes when the characteristic of K is not zero (Example 4.2.4 and Propo-sition 4.2.5), and they are UFDs (Theorem 4.2.7).4.1. The Nullstellensatz. | Let A be aK-algebra. We make the followingde�nitions (see [6, De�nition 3.8.1.2]). Let MaxA denote the collection of allmaximal ideals of A, and putMaxKA := �m 2 MaxA : A�m is algebraic over K	 :For m 2 MaxKA and f 2 A, denote by f(m) the image of f under the canonicalresidue epimorphism �m : A! A�m. Since A�m is an algebraic �eld extensionof K and since K is complete in j�j, there is a unique extension of j�j to anabsolute value on A�m, which we also denote by j�j. Now de�ne the functionk�ksup : A! R+ [ f1g bykfksup := 8><>: 0 if MaxKA = ?;supm2MaxKA jf(m)j if MaxKA 6= ?; f(MaxKA) bounded;1 otherwise.If f(MaxKA) is bounded for all f 2 A, then k�ksup is a K-algebra seminormon A, called the supremum seminorm ([6, Lemma 3.8.1.3]). We denote thenilradical of an ideal I by N(I) := ff : fn 2 I for some n 2 Ng.Theorem 4.1.1. | (Nullstellensatz)(i) Let I be any proper ideal of Sm;n, then N(I) = Tfm 2 MaxKSm;n :m � Ig.(ii) MaxSm;n = MaxKSm;n.(iii) PutU := fm 2MaxK [�; �] : max1�i�m j�i(m)j � 1; max1�j�n j�j(m)j < 1g:Then the map m 7! m � Sm;n is a bijective correspondence between U andMaxSm;n.Proof. | Since Sm;0 = Tm, if n = 0 we are done by [6, Theorem 7.1.2.3,Proposition 7.1.1.1 and Lemma 7.1.1.2]. Assume n � 1.(i) Let I � Sm;n be a proper ideal and let " 2 pjK n f0gj with " > �(I).By Corollary 3.3.2, f ` 2 I if, and only if, �"(f)` 2 �"(I) � Tm;n("). HenceN(I) = Sm;n\N(�"(I) �Tm;n(")). Therefore (i) follows from the Nullstellensatzfor Tm;n(") ([6, Theorem 7.1.2.3]).



68 LEONARD LIPSHITZ & ZACHARY ROBINSON(ii) This is an immediate consequence of (i).(iii) In caseK is algebraically closed this follows immediately from (ii). Oth-erwise, it follows from (ii) by Faithfully Flat Base Change (Lemma 3.1.11(iii)).Alternatively, (iii) follows immediately from (ii) and the Weierstrass Prepara-tion and Division Theorems as follows.Let m 2 U . Since K[�; �]=m is algebraic over K, there are polynomialsfi(�i) and gj(�j) 2 m, 1 � i � m, 1 � j � n. By [6, Proposition 3.8.1.7],we may assume that each fi is regular in �i and each gj is regular in �j inthe senses of De�nition 2.3.1. Applying the Weierstrass Division Theorems(Theorem 2.3.2) yields K[�; �]=m = Sm;n=m � Sm;n;hence m � Sm;n 2 MaxSm;n.Conversely, let m 2 MaxSm;n. By (ii), m 2 MaxKSm;n. Since Sm;n=mis algebraic over K, we obtain polynomials fi(�i), gj(�j) 2 m, 1 � i � m,1 � j � n. By the Weierstrass Preparation Theorem (Corollary 2.3.3) we mayassume that all fi(�i) and gj(�j) are monic polynomials, regular in the sensesof De�nition 2.3.1. Euclidean Division in K[�; �] and Weierstrass Division inSm;n yield K[�; �]=(m \K[�; �]) = Sm;n=m:The fact that m \ K[�; �] 2 U follows from the facts that no fi nor gj is aunit.Since k�ksup coincides with k�k" on Tm;n(") ([6, Corollary 5.1.4.6]), it followsimmediately from Theorem 4.1.1 that k�ksup coincides with k�k on Sm;n. A K-algebra A is called a Banach function algebra i� k�ksup is a complete normon A. Hence when Sm;n is complete in k�k (cf. Theorem 2.1.3), it is a Banachfunction algebra. In Subsection 5.5, we show that in many cases, reducedquotients of the Sm;n are also Banach function algebras.Proposition 4.1.2. | Let A = Sm;n=I and m 2 MaxA. Consider the �eldK 0 := A=m, which is complete since it is a �nite K-algebra. Then for eachrepresentative f =P a������ 2 Sm;n of an element of A:(i) f(m) := f +m =P a������ 2 K 0, where � := � +m, � := �+m.(ii) jf(m)j � kfkI . Indeedjf(m)j � kf `k1=`I for ` = 1; 2; : : : :(iii) If f = (f1+ I) + (f2+ I) where f1; f2 2 Sm;n, kf1k < 1, kf2k � 1 andf2 2 (�)S�m;n, then jf(m)j < 1.Proof. | (ii) and (iii) follow immediately from (i) and Theorem 4.1.1(iii).(i) is immediate if K 0 = K, since f(�; �)�f(�; �) belongs to the maximal ideal



RINGS OF SEPARATED POWER SERIES 69fg 2 Sm;n : g(�; �) = 0g, which must contain the polynomial generators of m.Now note that there is a natural inclusion Sm;n(E;K) ,! Sm;n(E;K 0).In the a�noid case, the supremum seminorm behaves well with respectto extension of the ground �eld. This follows from the Noether Normaliza-tion Theorem for a�noid algebras [6, Corollary 6.1.2.2], from [6, Proposi-tion 6.2.2.4], from [6, Lemma 6.2.2.3], and from the fact that kfksup cannotdecrease after extension of the ground �eld (ground �eld extensions of a�noidalgebras are faithfully at: see Lemma 3.1.11 (iii)). The supremum seminormson quotient rings of the Sm;n also behave well with respect to ground �eld ex-tensions, even though, unlike in the a�noid case, the supremum need not beattained.Proposition 4.1.3. | Let K 0 be a complete, valued �eld extension of K,let E0 � (K 0)� be a complete, quasi-Noetherian ring (in characteristic p, letE0 be a complete DVR) and put Sm;n := Sm;n(E;K), S0m;n := Sm;n(E0;K 0).Assume S0m;n � Sm;n. Let I be an ideal of Sm;n and put I 0 := I � S0m;n. Thenfor any f 2 Sm;n=I,supfjf(x)j : x 2 MaxSm;n=Ig = supfjf(x)j : x 2 MaxS0m;n=I 0g:Indeed, for any f 2 Sm;n=I and for any c 2 R, if jf(x)j < c for all x 2MaxSm;n=I then also jf(x)j < c for all x 2 MaxS0m;n=I 0.Proof. | Assume jf(x)j < c for all x 2 MaxSm;n=I and let x0 2 MaxS0m;n=I 0.Let " 2 pjK n f0gj be such that 1 > " > maxf�(I); �(I 0); �(x0)g. By theMaximum Modulus Principle [6, Proposition 6.2.1.4], we have: k�"(f)ksup < c,where the supremum is taken over the a�noid variety Max (Tm;n(")=�"(I) �Tm;n(")). By the above observation, it follows that k�"(f)ksup < c, where thistime, the supremum is taken over Max T 0m;n(")=I 0 � T 0m;n("). Thus jf(x0)j <c.Remark 4.1.4. | The Maximum Modulus Principle holds for quotients ofTm = Sm;0 (see [6, Proposition 6.2.1.4]), but not, in general, for quotients ofSm;n, n > 0. Nevertheless, for f 2 Sm;n=I,kfksup 2pjKj:This is a consequence of the quanti�er elimination (cf. [17, Corollary 7.3.3]),and Proposition 4.1.3. It also follows from the results of this paper (seeCorollary 5.1.11).The following weak form of the MinimumModulus Principle is an immediateconsequence of the Nullstellensatz (Theorem 4.1.1). Let A = Sm;n=I and letf 2 A. If inffjf(x)j : x 2 MaxAg = 0 then there is an x 2 MaxA such thatf(x) = 0.



70 LEONARD LIPSHITZ & ZACHARY ROBINSONRemark 4.1.5. | Here we give a second proof that MaxSm;n = MaxKSm;n.We begin by de�ning an additive valuation w on Sm;n. Consider R � Nn asan ordered group with coordinatewise addition and lexicographic order. Wede�ne a map w : Sm;n ! R � Nn [ f1g by putting w(0) := 1 and, forf 2 Sm;n n f0g, w(f) := (�; �0), where � 2 R and �0 2 Nn are determined asfollows. Write f =P�;� a�;����� =P� f�(�)�� . Then put � := min�;� ord a��(where ord : K ! R is the additive valuation corresponding to the absolutevalue j�j : K ! R+) and let �0 2 Nn be the element uniquely determined bythe conditions kf�0k = kfk; andkf�k < kfk for all � < �0 lexicographically:We call the multi-index �0 the total residue order of f , and we call thecoe�cient f�0(�) the leading coe�cient of f . It is not di�cult to show thatw is an additive valuation on Sm;n.Proposition. | Each ideal of Sm;n is strictly closed in w.Proof. | This is proved analogously to Theorem 3.1.3 using the facts thatkBh�i[[�]] n f0gk is discrete and that Nn with the lexicographic order is well-ordered. We leave the details to the reader. (See also [17, Section 2.6].)Note that if I is an ideal of Sm;n and if 1 6= w(f) � w(f � h) for eachh 2 I, then there is no element h of I with the same total residue order �0 asf and such that kh�0k = kf�0k > kf�0 � h�0k.Theorem. | MaxSm;n = MaxKSm;n.Proof. | If there is some f 2 m which is preregular (in the sense of De�ni-tion 2.3.4) in � (or �) then, after a change of variables among the �'s (or �'s),we may assume that f is regular in �m (or in �n). If f is regular in �m (thecase that f is regular in �n is similar), then by Weierstrass Division, the mapSm�1;n ! Sm;n=m is �nite. Thus m0 := m \ Sm�1;n is maximal, and we aredone by induction on the number of variables. We henceforth assume that mcontains no element which is preregular in any variables.For each � 2 Nn , let m� be the set in Sm;0 of leading coe�cients of thoseelements of m with total residue order �. If �1 � �1; : : : ; �n � �n thenm� � m� . Let em� = (m� \ S�m;0)=(m� \ S��m;0), if m� 6= ? and em� = (0)otherwise. Then em� is an ideal of eSm;0. Note that none of the ideals em�can be the unit ideal since then there would be an element of m which ispreregular in �. Since m 6= (0), at least one ~m� 6= (0). Moreover, if A is anyNoetherian ring and fI�g�2Nn is a family of ideals of A such that I� � I�whenever �1 � �1; : : : ; �n � �n, then the family fI�g�2Nn is �nite (induct onn).



RINGS OF SEPARATED POWER SERIES 71We can therefore �nd some a(�) 2 Sm;0 with kak = 1 such that ~a 2 ~m� foreach ~m� 6= (0). Put c := a+ 1:(4.1.1)Since kak = 1 and a is not a unit of Sm;0, it follows that kck = 1 and that c isnot a unit. Furthermore, c =2 m since clearly c is preregular in �. Thus thereis some f 2 Sm;n such that cf � 1 2 m. By the above Proposition, we mayassume that for each h 2 m w(f) � w(f � h):(4.1.2)Write f = P f�(�)�� , and let f�0 be the leading coe�cient of f . By (4.1.2),there is no h 2 m�0 of total residue order �0 with khk = kfk and kf�0�h�0k <kf�0k.Claim. | kf�0k > 1 and �0 6= 0.If kfk < 1 then cf � 1 is a unit, contradicting the fact that m is a properideal. Hence kfk � 1. If �0 = 0, then since c is not a unit, cf � 1 is preregularin �, which is a contradiction. Hence kfk � 1 and �0 6= 0. If kfk = 1 andkf0k = 1, then the total residue order of f is 0, a contradiction. If kfk = 1and kf0k < 1 then cf � 1 2 m is a unit, also a contradiction. This proves theclaim.Let kf�0k = jbj. By the claim, 1b (cf�1) has total residue order �0 and leadingcoe�cient cbf�0 2 m�0 . But by (4.1.1), cf�0 2 m�0 implies (1bf�0)� 2 ~m�0 ,contradicting (4.1.2).4.2. Completions. | One of the main applications of the Nullstellensatzis to give us information about maximal-adic completions of the Sm;n. In thissubsection, we prove the following facts: Sm;n is a regular ring of dimensionm+n, restriction maps to closed subpolydiscs are at, Sm;n is a UFD, Sm;n isexcellent in characteristic 0 and sometimes in characteristic p > 0, and, whenSm;n is a G-ring, radical ideals of Sm;n stay radical when they are expandedunder restriction maps to closed polydiscs.Proposition 4.2.1. | Let " 2pjK n f0gj, 1 > " > 0, letM 2 Max Tm;n("),put m := K [�; �] \M, and N := ��1" (M) 2 MaxSm;n. Then �" induces K-algebra isomorphisms(i) Sm;n�N` �= Tm;n(")�M` �= K [�; �]�m`for every ` 2 N.Let I be an ideal of Sm;n. Suppose M 2 Max Tm;n(") with M � �"(I), andput N := ��1" (M). Then �" induces K-algebra isomorphisms(ii) �Sm;n�I�Nb �= �Tm;n(")��"(I) � Tm;n(")�Mb;



72 LEONARD LIPSHITZ & ZACHARY ROBINSONwhere bdenotes the maximal-adic completion of a local ring.Proof. | (i) is immediate from the Weierstrass Preparation and DivisionTheorems, and Theorem 4.1.1(ii).(ii) By part (i), �" induces a K-algebra isomorphism b�" : (Sm;n)Nb !(Tm;n("))Mb. Part (ii) now follows immediately from [25, Theorem 8.11].Corollary 4.2.2. | For each m 2MaxSm;n, (Sm;n)m is a regular local ringof Krull dimension m+ n; moreover, Sm;n is a regular ring.Proof. | By Hilbert's Nullstellensatz, each N 2 MaxK [�; �] can be generatedby m + n elements and dimK [�; �]Nb = m + n; in particular, K [�; �]Nb is aregular local ring. By Theorem 4.1.1, there is some " 2pjK n f0gj, 1 > " > 0,such that M := �"(m) � Tm;n(") 2 Max Tm;n("):Now by Proposition 4.2.1,(Sm;n)mb �= (Tm;n("))Mb = (K [�; �])K[�;�]\mb;so dim(Sm;n)mb = m+n. It follows that (Sm;n)m is a regular local ring of Krulldimensionm+n. Moreover, by [25, Theorem 19.3], Sm;n is a regular ring.Proposition 4.2.3. | Assume CharK = 0. Then Sm;n is an excellent ring;in particular, it is a G-ring.Proof. | In light of Theorem 4.1.1 and Corollary 4.2.2, this follows directlyfrom [26, Theorem 2.7].The next example and proposition show that the situation in characteristicp is more complicated.Example 4.2.4. | If CharK = p 6= 0, then Sm;n = Sm;n(K;E) may failto be a G-ring. Assume, for the moment, that we have found an elementg 2 K[[�]] n S0;1 such that gp 2 S0;1 (cf. [28, Section A1, Example 6]). Putm := (�) � S0;1 and put R := (S0;1)m[g]; if S0;1 is a G-ring, so is R (see [25,Section 32, p. 260]). Since R � K[[�]], it is reduced. Put M := mR, and let bRdenote theM-adic completion of R. Since S0;1 is a UFD, Xp�gp is irreduciblein (S0;1)m[X]; henceR = (S0;1)m[X]=(Xp � gp) and bR = K[X][[�]]=(Xp � gp) �K[X][[�]]:So X � g is a non-zero nilpotent element of bR, which is the direct sum of�nitely many maximal-adic completions of R ([25, Theorem 8.15]). Thus,some maximal-adic completion of R is not reduced. It follows from [25,Theorem 32.2 (i)], that R, and hence S0;1, cannot be a G-ring. An exampleof K, E and g can be constructed as follows: let K := Fp(t1; t2; : : : )((Z)),



RINGS OF SEPARATED POWER SERIES 73E := Fp(tp1; tp2; : : : ) and g := Xi�0 ti�i. In fact, a similar example can beconstructed whenever [E 1p \K : E] =1.Proposition 4.2.5. | Assume CharK = p. Then:(i) if Sm;n is a �nite extension of (Sm;n)p, then Sm;n is excellent;(ii) if [K : Kp] < 1 and if E � K� is a complete DVR which is a �niteextension of Ep (e.g., take E = Fp � K�), then Sm;n is excellent;(iii) if E � K� is a DVR and if K 0 is a complete, perfect, valued �eldextension of K, then there is a �eld E0 with E0 � (K 0)� such thatSm;n(E0;K 0) is an excellent and faithfully at Sm;n(E;K)-algebra.Proof. | (i) By [38, Th�eor�eme 2.1], it su�ces to show that Sm;n is universallycatenary. But this is an immediate consequence of [25, Theorem 31.6 andCorollary 4.2.2].(ii) Put Sm;n := Sm;n(E;K) = Sm;n(Ep;K). Then, Sm;n = K 
KpSm;n(Ep;Kp) is �nite over Sm;n(Ep;Kp) and by the Weierstrass Division The-orem 2.3.2, Sm;n is �nite over (Sm;n)p. Now apply part (i).(iii) Lift ~K 0 to (K 0)� by extending the lifting of ~E given by E (see Re-mark 2.1.4 (iv)). By part (ii), Sm;n(E0;K 0) is excellent, and by Lemma 3.1.11 (i),it is faithfully at over Sm;n(E;K).A useful property of reduced G-rings is that they are analytically unrami�edin the sense of [28]. The next proposition shows that reduced quotients ofSm;n are analytically unrami�ed in a di�erent sense, when Sm;n is a G-ring.Example 4.2.4 shows what goes wrong if Sm;n is a not a G-ring.Proposition 4.2.6. | Let I be an ideal of Sm;n, n � 1, and let " 2pjK n f0gj, 1 > " > 0. If " > �(I) and Tm;n(")��"(I) � Tm;n(") is reducedthen Sm;n�I is reduced. Suppose Sm;n is a G-ring (e.g., use Proposition 4.2.3or Proposition 4.2.5 (ii)). If Sm;n�I is reduced then Tm;n(")=�"(I) � Tm;n(") isreduced.Proof. | Suppose Tm;n(")��"(I) � Tm;n(") is reduced and suppose f r 2 I forsome f 2 Sm;n; then �"(f) 2 �"(I) � Tm;n("). Hence by Corollary 3.3.2, f 2 I.Therefore, Sm;n�I is reduced.Suppose Sm;n�I is reduced and that Sm;n is a G-ring; we must provethat Tm;n(")��"(I) � Tm;n(") is reduced. For this, it su�ces to prove that�Tm;n(")��"(I) � Tm;n(")�m is reduced for every m 2 Max (Tm;n(")��"(I) �Tm;n(")). Indeed, let A be a ring such that Am is reduced for every m 2MaxA,and suppose f r = 0. Then f 2 Ker (A ! Am) for every m 2 MaxA. Con-sider the ideal a := fa 2 A : af = 0g. If a = (1), then f = 0, and we aredone; otherwise, a � m for some m 2 MaxA. Hence f =2 Ker (A ! Am),



74 LEONARD LIPSHITZ & ZACHARY ROBINSONa contradiction. Furthermore, by the Krull Intersection Theorem ([25, The-orem 8.10]), Ker (A ! bA) = (0) for any Noetherian local ring A. Henceit su�ces to prove that �Tm;n(")��"(I) � Tm;n(")�mb is reduced for every m 2Max (Tm;n(")��"(I) � Tm;n(")).Letm 2 Max (Tm;n(")��"(I)�Tm;n(")), and putN := Sm;n\m 2 MaxSm;n�I.Since Sm;n�I is reduced, so is (Sm;n�I)N. Indeed, let A be a reduced ring andlet m 2 MaxA. If f r 2 Ker (A ! Am) then for some a 2 A n m, af r = 0;whence (af)r = 0. But A is reduced, so af = 0; i.e., f 2 Ker (A! Am). Nowany quotient or localization of a G-ring is again a G-ring, so (Sm;n�I)N is areduced G-ring. Thus (Sm;n�I)N ! (Sm;n�I)Nbis regular; in particular, it is faithfully at. By [25, Theorem 32.2],(Sm;n�I)Nb is reduced. Then (Tm;n(")��"(I) � Tm;n("))mb is reduced by Propo-sition 4.2.1. Since this holds for every m 2 Max (Tm;n(")��"(I) � Tm;n(")), wehave proved that Tm;n(")��"(I) � Tm;n(") is reduced.Theorem 4.2.7. | Sm;n is a UFD.Proof. | A Noetherian integral domain is a UFD if, and only if, every height1 prime is principal ([25, Theorem 20.1]). Let P be a height 1 prime idealof Sm;n; we must prove that P is principal. By Lemma 3.2.6, it su�ces toprove that the uniform residue ideal �(P ) is principal. Let K 0 be a �nitealgebraic extension of K such that eK 0 = eK, let S0m;n := Sm;n(E;K 0) and letP 0 := P � S0m;n. By Lemma 3.1.11, eP 0 = eP � eS0m;n = eP ; hence �(P 0) = �(P ).It su�ces to prove that �(P 0) is principal.Fix a �nite algebraic extension K 0 of K such that for some " 2 jK 0j,1 > " > �(P ), and eK 0 = eK.Claim. | For every n0 2 MaxS0m;n, P 0 � (S0m;n)n0b is a principal ideal.Let n0 2 MaxS0m;n and put n := n0 \ Sm;n. Since S0m;n is �nite over Sm;n,n 2 MaxSm;n. By Corollary 4.2.2, Sm;n is a regular ring. Hence by [25,Theorem 20.3], (Sm;n)n is a UFD. If n � P then htP � (Sm;n)n = 1, and ifn 6� P then P � (Sm;n)n = (1). Thus, the ideals P � (Sm;n)n, P 0 � (S0m;n)n0 andP 0 � (S0m;n)n0b are all principal. This proves the claim.Let T 0m;n(") := Tm;n(";K 0). By the Claim and by Proposition 4.2.1, �"(P 0) �(T 0m;n("))mb is a principal ideal of (T 0m;n("))mb for every m 2 Max T 0m;n(").By [25, Exercise 8.3], �"(P 0) � (T 0m;n("))m is a principal ideal, hence a free(T 0m;n("))m-module for every m 2 Max T 0m;n("). By [25, Theorem 7.12], �"(P ) �T 0m;n(") is a projective ideal. But T 0m;n(") is isomorphic to Tm+n(K 0), which by



RINGS OF SEPARATED POWER SERIES 75[6, Theorem 5.2.6.1], is a UFD. Hence by [25, Theorem 20.7], �"(P ) �T 0m;n(") isprincipal. By Lemma 3.2.5, this implies that �(P 0) is principal, as desired.In the next lemma we collect together some facts on atness.Lemma 4.2.8. | Let " 2 pjK n f0gj with 1 > " > 0. Let K 0 be acomplete, valued �eld extension of K, let E0 � (K 0)� be a complete, quasi-Noetherian ring, and put Sm;n := Sm;n(E;K), S0m;n := Sm;n(E0;K 0). AssumeS0m;n � Sm;n; e.g., take E0 � E.(i) The inclusion �" : Sm;n ! Tm;n(") is atThe following inclusions are faithfully at:(ii) Sm;n(E;K)� ! Sm;n(E0;K 0)�(iii) Sm;n(E;K)! Sm;n(E0;K 0)(iv) Sm;n(E;K)� ! Sm;n(E0;K 0)�(v) Tm;n(")! T 0m;n(")Proof. | (i) Consider the map �" : Sm;n ! Tm;n("). Let M be a maximalideal of Tm;n("), put m := ��1" (M), A := (Sm;n)m and B := (Tm;n("))M. By[25, Theorem 7.1], it su�ces to show that the induced map �" : A! B is at.Let bA, bB be the maximal-adic completions, respectively, of the local rings A,B. By Proposition 4.2.1 (ii), bA �= bB, and by [25, Theorem 8.14], A! bA �= bBand B ! bB are faithfully at. Part (i) now follows by descent.(ii), (iii) and (iv) are Lemma 3.1.11 (iv), (iii) and (i), respectively.(v) For some s 2 N, "s 2 jKj. Let c 2 K with jcj = "s, and let I be theideal of Tm+2n generated by �si � �i+nc, 1 � i � n. By [6, Theorem 6.1.5.4],Tm;n(") = Tm+2n=I and T 0m;n(") = Tm+2n=I � T 0m+2n:It therefore su�ces to show that the inclusion Tm ! T 0m is faithfully at. Butthis is Lemma 3.1.11 (iii) with n = 0.Note that the inclusion S�m;n ,! Tm;n(")� is not at. Indeed, �nd c 2 K and` 2 N such that jcj = "`. LetM := f(f; g) 2 (S�m;n)2 : cf + �`g = 0g; andN := f(f; g) 2 (Tm;n(")�)2 : cf + �`g = 0g:If S�m;n ,! Tm;n(")� were at, then N = �"(M) � Tm;n(")�. But (�c̀ ;�1) 2N n �"(M) � Tm;n(")�.



76 LEONARD LIPSHITZ & ZACHARY ROBINSON5. The Supremum Semi-Norm and Open DomainsIn this section, we investigate algebraic and topological relations betweenresidue norms and the supremum seminorm on a quasi-a�noid algebra (i.e., aquotient ring Sm;n�I). The key topological concepts are power-boundednessand quasi-nilpotence (see De�nition 5.1.7). The �rst main result is Theo-rem 5.1.5, which asserts that each h 2 Sm;n=I with khksup � 1 is integralover the subring of all a 2 Sm;n=I with kakI � 1. Moreover, if jh(x)j < 1for all x 2 MaxSm;n=I, then h is integral over the set of all a 2 Sm;n=I withvI(a) � (1; 1). It then follows (Corollary 5.1.8) for f 2 Sm;n=I that f is powerbounded if, and only if, kfksup � 1, and that f is quasi-nilpotent if, and onlyif, jf(x)j < 1 for all x 2 MaxSm;n=I. These are the quasi-a�noid analoguesof well-known properties of a�noid algebras. In Subsection 5.2 we use theresults of Subsection 5.1 to show that K-algebra homomorphisms are contin-uous (Theorem 5.2.3). Hence all residue norms on a quasi-a�noid algebraare equivalent (Corollary 5.2.4); i.e., the topology of a quasi-a�noid algebrais independent of presentation. We also prove an Extension Lemma (Theo-rem 5.2.6) for quasi-a�noid maps. The results of Subsection 5.1 also lead,as in the a�noid case, to a satisfactory theory of open quasi-a�noid subdo-mains. In particular, in Subsection 5.3 we de�ne quasi-rational subdomains(De�nition 5.3.3), and show, using the Extension Lemma (Theorem 5.2.6),that they are quasi-a�noid subdomains. Subsection 5.4 contains the de�ni-tion and elementary properties of the \tensor product" in the quasi-a�noidcategory. In Subsection 5.5 we show when CharK = 0 and in many caseswhen CharK = p, that if Sm;n=I is reduced then the residue norm k � kI andthe supremum norm k � ksup are equivalent. If in addition E is such that Sm;nis complete then Sm;n=I is a Banach function algebra.5.1. Relations with the Supremum Seminorm. | The �rst step to-wards proving Theorem 5.1.5 is an analogue of that theorem for Tm;n(")=�"(I) �Tm;n(") uniformly in ", where " is a su�ciently large element of pjK n f0gj.Let A be a Noetherian ring and let I � A be an ideal. For r = 0; 1; : : : ,let Ir denote the intersection of all minimal prime divisors of I of heightr (if there are none, put Ir := (1).) Clearly, N(I) = \r�0Ir, where N(I)denotes the nilradical of I, and each Ir is a radical ideal. The ideals Ir are theequidimensional components of the ideal I.In Lemma 5.1.1 we show that the ideals �"(Ir) �Tm;n(") generate the equidi-mensional components of the ideal �"(I) � Tm;n("), in the case that Sm;n is aG-ring. This is important in applying [6, Proposition 6.2.2.2], in a uniformway.



RINGS OF SEPARATED POWER SERIES 77Lemma 5.1.1. | Let I be an ideal of Sm;n, n � 1, and let " 2pjK n f0gj,1 > " > 0. Put J := �"(I) � Tm;n("). Then Jr = N(�"(Ir) � Tm;n(")), r � 0.Thus, if Sm;n is a G-ring, then Jr = �"(Ir) � Tm;n, r � 0.Proof. | Since Jr is a radical ideal, by the Nullstellensatz (Theorem 4.1.1),it su�ces to show, for each m 2 Max Tm;n("), that m � Jr if, and only if,��1" (m) � Ir.Let A be any Noetherian ring, let I � A be an ideal, and let m 2 MaxA.By [25, Theorem 6.2], m � P � I is a prime divisor of I if, and only if, P �Amis a prime divisor of I �Am. Thus, m � Ir if, and only if, I �Am has a minimalprime divisor of height r.Claim. | Let I � A be an ideal, and let m 2 MaxA. Then m � Ir if, andonly if, I � (Am)b has a minimal prime divisor of height r.By the foregoing, we may assume that A is a local ring with maximal idealm, and we must show that I has a minimal prime divisor of height r if, andonly if, I � bA has one. (As usual, bA denotes the maximal-adic completion ofA.)Let p 2 SpecA and let P 2 Spec bA be a minimal prime divisor of p � bA; wewill show that htP = htp. Since bA is at over A ([25, Theorem 8.8]), thisfollows from [25, Theorem 15.1 (ii)], if we can show that p = P \ A. By theGoing-Down Theorem ([25, Theorem 9.5]), there is some Q 2 Spec bA suchthat Q � P and Q\A = p; hence P � Q � p � bA. Since P is a minimal primedivisor of p � bA, Q = P. Therefore, p = P \A, as desired.Suppose p 2 SpecA is a minimal prime divisor of I of height r, and letP 2 Spec bA be a minimal prime divisor of p � bA. Then htP = htp = r. We willshow that P is a minimal prime divisor of I � bA. If P � Q � I � bA for someQ 2 Spec bA, then p = P \A � Q \A � I:Since p is a minimal prime divisor of I, p = Q \A; i.e., Q � p � bA. Since P isa minimal prime divisor of p � bA, Q = P. Thus P is a minimal prime divisorof I � bA.Suppose P 2 Spec bA is a minimal prime divisor of I � bA of height r, andput p := P \ A. Then P is a minimal prime divisor of p � bA, so htp = r.We will show that p is a minimal prime divisor of I. If p � q � I for someq 2 SpecA, then by the Going-Down Theorem ([25, Theorem 9.5]), there issome Q 2 Spec bA with P � Q and q = Q \ A. Since P is a minimal primedivisor of I � bA, Q = P, so q = p. Therefore, p is a minimal prime divisor ofI, proving the claim.



78 LEONARD LIPSHITZ & ZACHARY ROBINSONLet m 2 Max Tm;n(") and put n := ��1" (m). By the Claim, and by Proposi-tion 4.2.1,m � Jr , J � (Tm;n("))mb has a minimal prime divisor of height r, I � (Sm;n)Nb has a minimal prime divisor of height r, n � Ir;as desired. The last assertion of the lemma follows from Proposition 4.2.6.Let �(Ir) be the uniform residue ideal of an equidimensional componentIr. The next proposition allows us to lift a Noether normalization mapeTd ! eTm=�(Ir) to a�noid algebras corresponding to the restriction of Sm;n=Ito closed polydiscs Max Tm;n("), uniformly in " for " large enough.Proposition 5.1.2. | (cf. [4, Satz 3.1].) Let ' : Td ! Tm be a K-algebrahomomorphism, let I be an ideal of Tm, and let  : Td ! Tm�I be thecomposition of ' with the canonical projection Tm ! Tm�I. Now by [6, Section6.3], ' induces a eK-algebra homomorphism e' : eTd ! eTm. Let e� : eTd ! eTm�eIbe the composition of e' with the canonical projection eTm ! eTm�eI. Supposethat e� is a �nite monomorphism and that the eTd-module eTm�eI can be generatedby r elements. Then  is a �nite monomorphism and the Td-module Tm�Ican be generated by r elements.Proof. | Put J := Ker � Td; we will show that J = (0). Let f 2 J ,kfk � 1. Since f 2 J , '(f) 2 I; hence e'( ef) = '(f)� 2 eI. This implieseJ � Ker e� = (0). Thus by Lemma 3.1.4, J = (0); i.e.,  is a monomorphism.FindG1; : : : ; Gr; g1; : : : ; gs 2 T �m, with g1; : : : ; gs 2 I, such that the images ofeG1; : : : ; eGr in eTm�eI generate the eTd-module eTm�eI, and feg1; : : : ; egsg generatesthe ideal eI. We will show that the images of G1; : : : ; Gr in Tm�I generatethe Td-module Tm�I. Indeed, let f 2 Tm; we will �nd H1; : : : ;Hr 2 Td andh1; : : : ; hs 2 Tm such thatf � rXj=1 '(Hj)Gj = sXj=1 hjgj :We may take kfk � 1. Let B 2B withf; '(�1); : : : ; '(�d); G1; : : : ; Gr; g1; : : : ; gs 2 Bh�i � Tm:Let B = B0 � B1 � � � � be the natural �ltration of B.



RINGS OF SEPARATED POWER SERIES 79Claim. | Let F 2 Bph�inBp+1h�i � Tm. There are H1; : : : ;Hr 2 Bph�i � Tdand h1; : : : ; hs 2 Bph�i � Tm such thatF � rXj=1 '(Hj)Gj � sXj=1 hjgj 2 Bp+1h�i � Tm:Let �p : Bp ! eBp � eK denote a residue epimorphism, and write eK = eBp�Vfor some eB-vector space V . TheneTm = eK [�1; : : : ; �m] = eBp [�]� V [�] andeTd = eK [�1; : : : ; �d] = eBp [�]� V [�](5.1.1)as eB [�]-modules. Furthermore, since e'(�1); : : : ; e'(�d) 2 eB [�],e'( eBp [�]) � eBp [�] ande'(V [�]) � V [�] :(5.1.2)Since the images of eG1; : : : ; eGr in eTm�eI generate the eTd-module eTm�eI, andsince feg1; : : : ; egsg generates the ideal eI in eTm, there are eH1; : : : ; eHr 2 eTd andeh1; : : : ;ehs 2 eTm such that�p(F )� rXj=1 e'( eHj) eGj � sXj=1 ehjegj = 0:(5.1.3)By (5.1.1) and (5.1.2), we may assumeeH1; : : : ; eHr 2 eBp [�] � eTd andeh1; : : : ;ehs 2 eBp [�] � eTm:Find H1; : : : ;Hr 2 Bph�i � Td and h1; : : : ; hs 2 Bph�i � Tm so that�p(H1) = eH1; : : : ; �p(Hr) = eHr and�p(h1) = eh1; : : : ; �p(hs) = ehs:By (5.1.3), F � rXj=1 '(Hj)Gj � sXj=1 hjgj 2 Bp+1h�i � Tm:This proves the claim.Now, jB n f0gj � R+ n f0g is discrete, and Bh�i is complete. Thus since 'is continuous ([6, Theorem 6.1.3.1]), iterated application of the Claim yieldsthe desired result.The following lemma is a key step towards proving Theorem 5.1.5.



80 LEONARD LIPSHITZ & ZACHARY ROBINSONLemma 5.1.3. | Assume Sm;n is a G-ring (e.g., use Proposition 4.2.3 orProposition 4.2.5 (ii)), and let I be an ideal of Sm;n. Then there is an e 2 Nsuch that for every " 2 jKj with 1 > j"j > �(I) and for every f 2 Sm;n=I,�0"(f) 2 Tm+n=�0"(I) � Tm+n satis�es an equation of the formte + a1te�1 + � � �+ ae = 0where the ai 2 Tm+n=�0"(I) �Tm+n satisfy max1�i�e kaik1=i�0"(I)�Tm+n = k�0"(f)ksup.Proof. | Let �(I) be the uniform residue ideal of I as in De�nition 3.2.4. ByNoether Normalization, there is a eK-algebra homomorphism e' : eTd ! eTm+nsuch that e� : eTd ! eTm+n=�(I) is a �nite monomorphism where e� is thecomposition of e' with the canonical projection eTm+n ! eTm+n=�(I). LetI0, I1; : : : ; be de�ned as in Lemma 5.1.1. Since I � Ir for r � 0, �(I) ��(Ir) � eTm+n, r � 0. Thus by Noether Normalization, for r � 0, there is aeK-algebra homomorphism e'r : eTdr ! eTd such that e�r : eTdr ! eTm+n=�(Ir) is a�nite monomorphism, where e�r is the composition of e'� e'r with the canonicalprojection eTm+n ! eTm+n=�(Ir). Suppose the eTdr -module eTm+n=�(Ir) isgenerated by er elements, r � 0, and �nd � 2 N such that N(I)� � I (whereN denotes the nilradical). Put e := �m+nXr=0 er:We will show that e is the exponent sought in the lemma. Fix " 2 jKj,1 > " > �(I). By [6, Proposition 6.1.1.4], there areK-algebra homomorphisms' : Td ! Tm+n and 'r : Tdr ! Td, 0 � r � m + n, that correspondmodulo K��, respectively, to e' : eTd ! eTm+n and e'r : eTdr ! eTd. PutJ := �0"(I) � Tm+n. Let  : Td ! Tm+n=J and  r : Tdr ! Tm+n=�0"(Ir) � Tm+n,0 � r � m + n, be de�ned, respectively, by composing ' with the canonicalprojection Tm+n ! Tm+n=J and by composing ' � 'r with the canonicalprojection Tm+n ! Tm+n=�0"(Ir) � Tm+n. Since e� , e�0; : : : ; e�m+n are �nitemonomorphisms, by Proposition 5.1.2, each of  ,  0; : : : ;  m+n is a �nitemonomorphism, moreover the Tdr -module Tm+n=�0"(Ir) � Tm+n is generated byer elements, 0 � r � m+ n. By Lemma 5.1.1, Jr = �0"(Ir) � Tm+n. Since eachJr is a radical ideal and since ht p = r for every prime divisor p of Jr, each  ris a �nite torsion-free monomorphism.Fix f 2 Sm;n=I with kfksup � 1, and put F := �0"(f). For 0 � r � m+n, letQr 2 Tdr [t] be the monic polynomial of least degree such that Qr(F ) vanishesin Tm+n=Jr. Write Qr = t`r + ar1t`r�1 + � � �+ ar`r :



RINGS OF SEPARATED POWER SERIES 81Since  r is a �nite, torsion-free monomorphism, by [6, Proposition 6.2.2.2],max1�i�`r karik1=i = kFksup:Furthermore, by the Cayley-Hamilton Theorem [25, Theorem 2.1], `r =degQr � er.We may regard each Qr as an element of Td[t] via the K-algebra homomor-phism 'r. Put Q := �m+nYr=0 Qr�� = t` + a1t`�1 + � � �+ a`:By [6, Corollary 3.2.1.6], max1�i�` kaik1=i = kFksup, ` � e, and by Proposi-tion 4.2.6, Q(F ) vanishes in Tm+n=J . It follows that �0"(f) satis�es the equationte + a1te�1 + � � �+ a`te�` = 0;as desired.In Lemma 5.1.3, we assumed that " 2 jKj and that Sm;n is a G-ring in or-der to make some computations. Under these assumptions we obtained monicpolynomials of degree e over Tm;n(") satis�ed by h 2 Sm;n=I. The coe�-cients of these polynomials, in addition, satisfy certain estimates depending onkhksup. In Lemma 5.1.4 we show that the computations of Lemma 5.1.3 are nota�ected by ground �eld extensions; i.e., they remain valid for " 2pjK n f0gjand whether or not Sm;n is a G-ring. This allows us to transfer the data backto Sm;n by examining the module M of relations among he; he�1; : : : ; 1.Lemma 5.1.4. | Let I be an ideal of Sm;n and let M be a submodule of(Sm;n=I)`. Let K 0 be a complete, valued extension �eld of K, let E0 � (K 0)�be a complete, quasi-Noetherian ring with E0 � E (recall, if CharK = p > 0,we assume E0 is also a DVR), and putS0m;n := Sm;n(E0;K 0) � Sm;n;I 0 := I � S0m;n; andM 0 :=M � (S0m;n=I 0) � (S0m;n=I 0)`:By ' denote the canonical projections(S0m;n)` ! (S0m;n=I 0)`; and(Sm;n)` ! (Sm;n=I)`:



82 LEONARD LIPSHITZ & ZACHARY ROBINSONPut N := '�1(M); andN 0 := '�1(M 0) = N � S0m;n;and let " 2 jK 0j with 1 > " > �(N 0). PutT 0m+n := K 0h�; �i:By � denote projection of an `-tuple on the �rst coordinate. Suppose there issome f 2 �0"(M 0) � (T 0m+n=�0"(I 0) � T 0m+n)with kfk�0"(I0)�T 0m+n � 1 and �(f) = 1. Then there is some F 2 M withkFkI � 1 and �(F ) = 1.Proof. | It su�ces to show that �( eN) is the unit ideal; indeed, by Lemma 3.1.11,it su�ces to show that �( eN 0) is the unit ideal. Let �(N 0) be the uniformresidue module of N 0 as in De�nition 3.2.4. It su�ces to show that �(�(N 0))is the unit ideal. Denote also by ' the canonical projection(T 0m+n)` ! (T 0m+n=�0"(I 0) � T 0m+n)`:By Lemma 3.1.4 with n = 0, there is someF 2 '�1(�0"(M 0) � (T 0m+n=�0"(I 0) � T 0m+n))with kFk = kfk�0"(I0)�T 0m+n � 1 and �(F ) = 1 + h for some h 2 �0"(I 0) � T 0m+n.Since (h; 0; : : : ; 0) 2 Ker', we may assume that �(F ) = 1. Since'�1(�0"(M 0) � (T 0m+n=�0"(I 0) � T 0m+n)) = �0"(N 0) � T 0m+n;by Lemma 3.2.5, eF 2 �(N 0).Theorem 5.1.5. | Let I be an ideal of Sm;n. There is an e 2 N such thateach h 2 Sm;n=I with khksup � 1 satis�es a polynomial equation of the formte + a1te�1 + � � �+ ae = 0;where a1; : : : ; ae 2 Sm;n=I and each kaikI � 1. Moreover, if jh(x)j < 1 for allx 2 MaxSm;n=I then each vI(ai) < (1; 1).Proof. | Write Sm;n := Sm;n(E;K). Let K 0 be the completion of the alge-braic closure of K. If CharK = 0, let E0 := E and if CharK = p > 0,we use Remark 2.1.4 to �nd E0 � E as in Proposition 4.2.5 (iii). HenceS0m;n := Sm;n(E0;K 0) is a G-ring by Proposition 4.2.3 or Proposition 4.2.5 (iii).Let I 0 := I � S0m;n. By Proposition 4.1.3, khksup � 1, where the supremum iscomputed in MaxS0m;n=I 0.



RINGS OF SEPARATED POWER SERIES 83Applying Lemma 5.1.3 to S0m;n=I 0 yields an integer e. PutM := ((a0; : : : ; ae) 2 (Sm;n=I)e+1 : eXi=0 aihe�i = 0) ;M 0 := ((a0; : : : ; ae) 2 (S0m;n=I 0)e+1 : eXi=0 aihe�i = 0) ;M0 := f(a0; : : : ; ae) 2M : a0 = 0g; andM 00 := f(a0; : : : ; ae) 2M 0 : a0 = 0g:Choose " 2 jK 0j with 1 > " > 0 and " suitably large, as in Lemma 5.1.3, andput L0 := ((b0; : : : ; be) 2 (T 0m+n=�0"(I 0) � T 0m+n)e+1 : eXi=0 bi�0"(he�i) = 0) ;L00 := f(b0; : : : ; be) 2 L0 : b0 = 0g:Since T 0m+n is isometrically isomorphic to Tm;n(";K 0), by Lemma 4.2.8 (i)and (ii), we have: M 0 =M � (S0m;n=I 0);M 00 =M0 � (S0m;n=I 0);L0 = �0"(M 0) � (T 0m+n=�0"(I 0) � T 0m+n); andL00 = �0"(M 00) � (T 0m+n=�0"(I 0) � T 0m+n):Lemma 5.1.3 yields b1; : : : ; be 2 T 0m+n=�0"(I 0) � T 0m+nsuch that max1�i�e(kbik�0"(I0)�T 0m+n) 1i = k�0"(h)ksup � 1; and(1; b1; : : : ; be) 2 L0:Lemma 5.1.4 implies that there are a1; : : : ; ae 2 Sm;n=I such thatkaikI � 1; 1 � i � e; and(1; a1; : : : ; ae) 2M:This proves the �rst assertion.Suppose now that jh(x)j < 1 for all x 2 MaxSm;n=I; then the sameinequality holds for x 2 MaxS0m;n=I 0 by Proposition 4.1.3. Hence k�0"(h)ksup <1. Since �0"((1; a1; : : : ; ae))� (1; b1; : : : ; be) 2 L00;



84 LEONARD LIPSHITZ & ZACHARY ROBINSONwe get k�0"((0; a1; : : : ; ae))kL00 � k(0; b1; : : : ; be)k�0"(I0)�T 0m+n < 1:By Corollary 3.3.4, this yieldsvM 00((0; a1; : : : ; ae)) < (1; 1):Hence by Lemma 3.1.11(ii),vM0((0; a1; : : : ; ae)) < (1; 1);as desired.Remark 5.1.6. | Let I be an ideal of Sm;n and de�ne the seminorm vsup :Sm;n=I ! R+ � R+ by vsup(h) := (khksup; 2��);where � := inff� 2 R+ : 9"0 2 pjK n f0gj 8" 2 pjK n f0gj with 1 > " >"0; "�khksup � k�"(h)ksupg. In fact � 2pjK n f0gj. Indeed if khksup 6= 0, thefunction " 7! k�"(h)ksup=khksupis a de�nable function of ", in the sense of [17] and [23]. By the analyticelimination theorem of [23, Corollary 4.3] it follows immediately that � 2pjK n f0gj and that "�khksup = k�"(h)ksup for " < 1 but su�ciently large.There is an e 2 N such that each h 2 Sm;n=I satis�es a polynomial equationof the form te + a1te�1 + � � �+ ae = 0where a1; : : : ; ae 2 Sm;n=I and max1�i�e vI(ai)1=i � vsup(h).De�nition 5.1.7. | Let I be an ideal of Sm;n. An element f 2 Sm;n=Iis called power-bounded i� the set fkf `kI : ` 2 Ng � R is bounded.By b(Sm;n=I) denote the set of all power-bounded elements; it is a subringof Sm;n=I. An element f 2 Sm;n=I is called topologically nilpotent i�fkf `kI : ` 2 Ng is a zero sequence. By t(Sm;n=I) denote the set of topologicallynilpotent elements; it is an ideal of b(Sm;n=I). An element f 2 Sm;n=I is calledquasi-nilpotent i� for some ` 2 N, f ` 2 t + (�)b. By q(Sm;n=I) denote theset of quasi-nilpotent elements; it is an ideal of b(Sm;n=I).Note that, even in the case n = 0, i.e., the a�noid case, the set fkf `kI : ` 2Ng appearing in De�nition 5.1.7, while bounded, may not be bounded by 1.The element � 2 S0;1 is quasi-nilpotent, but not topologically nilpotent.



RINGS OF SEPARATED POWER SERIES 85Corollary 5.1.8. | Let I be an ideal of Sm;n and let f 2 Sm;n=I. Thenf is power-bounded if, and only if, kfksup � 1, f is topologically nilpotent if,and only if, kfksup < 1, and f is quasi-nilpotent if, and only if, jf(x)j < 1for all x 2 MaxSm;n=I. Hence, in the notation of Theorem 5.1.5, eachaif e�i 2 q(Sm;n=I).Proof. | The `only if' statements are immediate consequences of Proposi-tion 4.1.2.Suppose kfksup � 1. By Theorem 5.1.5f e = a1f e�1 + � � � + ae(5.1.4)for some a1; : : : ; ae 2 Sm;n=I with each kaikI � 1. Then for every ` 2 N thereare b1; : : : ; be 2 Sm;n=I with each kbikI � 1 such thatf ` = b1f e�1 + � � �+ be:Thus fkf `kI : ` 2 Ng is bounded by maxfkf ikI : 0 � i � e � 1g, and f ispower-bounded.Suppose in addition that jf(x)j < 1 for all x 2 MaxSm;n=I. Then byTheorem 5.1.5, in (5.1.4) we may take each vI(ai) � (1; 1). By Theorem 3.1.3each ai 2 t(Sm;n=I) + (�)b(Sm;n=I). To conclude the proof note that sinceeach kf iksup � 1, each f i 2 b(Sm;n=I). Hence each aif e�i 2 q(Sm;n=I).Remark 5.1.9. | The result of Corollary 5.1.8 is much easier to prove ifone makes the strong additional assumption that kfkI � 1. In particular:Lemma. | Let I be an ideal of Sm;n. There is an ` 2 N such that for allf 2 Sm;n with kfk � 1 and jf(x)j < 1 for all x 2 MaxSm;n�I, we have:(i) for all " 2 jKj with 1 > " > �(I), k�0"(f `)k�0"(I)�Tm+n < 1, and(ii) vI(f `) < (1; 1).Proof. | (i) Let �(I) � eTm+n be the uniform residue ideal of I. Let N :=N(�(I)) � eTm+n be the nilradical of �(I). Then there is some ` 2 Nsuch that N` � �(I). By �: T �m+n ! eTm+n denote the canonical residueepimorphism. It su�ces to show that �0"(f)� 2 N. Fix " 2 jKj with 1 >" > �(I), and by F denote the image of �0"(f) in Tm+n=�0"(I) � Tm+n; thenkFksup < 1. By [6, Proposition 6.2.3.2], F is topologically nilpotent; i.e.,limr!1 k�0"(f)rk�0"(I)�Tm+n = 0. Hence �0"(f)� 2 N.(ii) By Proposition 4.1.3 and Lemma 3.1.11(ii) we may assume that jKj isnot discrete. Let ` be as in part (i) and put F := f `. If eo(F ) > 0 or kFk < 1, weare done. Therefore, assume that kFk = 1 and eo(F ) = 0. Let fg1; : : : ; grg � Ibe a v-strict generating system with kg1k = � � � = kgrk = 1, and let " 2 jKjsatisfy 1 > " > max1�i�r �(gi). Since eo(F ) = 0, it follows that k�0"(F )k = 1and ed(�0"(F )) = 0. By the choice of `, k�0"(F )k�0"(I)�Tm+n < 1. So by Claim A



86 LEONARD LIPSHITZ & ZACHARY ROBINSONof the proof of Theorem 3.3.1, there are polynomials h1; : : : ; hr 2 K� [�] suchthat k�0"(F ) �Pri=1 hi"�eo(gi)�0"(gi)k < 1, and such that hi = 0 for all i witheo(gi) > 0. This implies that v(F �Pri=1 higi) < (1; 1); i.e., vI(F ) < (1; 1).Corollary 5.1.10. | Let I be an ideal of Sm;n and let f 2 Sm;n=I. Thenkfksup = inf`2N kf `k1=`I = lim`!1 kf `k1=`I :In particular if ' : Sm;n=I ! Sm0;n0=I 0 is a K-algebra homomorphism whichis an isometry with respect to k � kI and k � kI0 , then ' is an isometry withrespect to k � ksup.Proof. | The last equality is given in [6, Section 1.3.2]. We prove the �rstequality. Let m 2 MaxKSm;n=I. By Proposition 4.1.2jf(m)j � kf `k1=`I ;for ` 2 N. Hence kfksup � inf`2N kf `k1=`I . Suppose that kfksup < inf`2N kf `k1=`I .Then for some N 2 N, � 2 K and all ` 2 NkfNksup < j�j < kfN`k1=N`I ;since pjKj is dense in R+ . Put F := 1�fN . Then for all ` 2 NkFksup < 1 < kF `k1=`I :This contradicts Corollary 5.1.8 since F is not topologically nilpotent thoughkFksup < 1.Corollary 5.1.11. | Let f 2 Sm;n=I. Then kfksup 2pjKj.Proof. | Ifm = 0, the result follows from Noether normalization for quotientsof S0;n (Remark 2.3.6) and [6, Proposition 3.8.1.7]. We reduce to this case.By Theorem 3.4.6, there are m0; n0 2 N, an ideal J of Sm0;n0 and a K-algebrahomomorphism ' : Sm;n=I ! Sm0;n0=Jsuch that (i) ' is an isometry with respect to k �kI and k �kJ , and (ii) Sm0;n0=Jis a �nite S0;d-algebra for some d 2 N. By (i) and Corollary 5.1.10, ' is anisometry in k � ksup. Now (ii) permits us to reduce to the case above.



RINGS OF SEPARATED POWER SERIES 875.2. Continuity and Extension of Homomorphisms. | In this subsec-tion we prove that K-algebra homomorphisms between quasi-a�noid algebrasare continuous, i.e., bounded (Theorem 5.2.3). It follows that all residue normson a quasi-a�noid algebra are equivalent (Corollary 5.2.4). We also prove anExtension Lemma (Theorem 5.2.6) for quasi-a�noid maps.Depending on the choice of E, Sm;n may not be complete in k � k (seeTheorem 2.1.3). Hence the results of this subsection do not follow from [6,Theorem 3.7.5.1]. Nevertheless S�m;n is the direct limit of rings Bh�i[[�]] thatare complete both in k � k and (�)-adically. Furthermore (Corollary 2.2.6 andTheorem 2.3.2) the operations of factoring Sm;n by an ideal and WeierstrassDivision respect the decomposition of Sm;n as the direct limit of the Bh�i[[�]].We �rst establish the continuity of K-algebra homomorphisms from quasi-a�noid algebras to a�noid algebras.Lemma 5.2.1. | Let ' : Sm;n=I ! Sm0;0=J =: A be a K-algebra homomor-phism. Then ' is continuous with respect to k � kI and k � kJ , and is uniquelydetermined by its values on �i + I and �j + I, i = 1; : : : ;m; j = 1; : : : ; n.Proof. | Continuity. It is su�cient to consider the case I = (0). Since ' is aK-algebra homomorphism it follows from [6, Propositions 6.2.3.1 and 6.2.3.2]that the '(�i) are power-bounded and the '(�j) are topologically nilpotent(i.e., the set k'(�i)kkJ is bounded and for each j, k'(�j)kkJ ! 0 as k !1).Therefore we may putM := maxfk'(����)kJ : � 2 Nm ; � 2 Nng:Claim (A). | Let M 0 2 R, B 2 B. Ifk'(f)kJ �M 0kfkfor all f 2 Bh�i[[�]], then in factk'(f)kJ �Mkfkfor all f 2 Bh�i[[�]].Choose � 2 N so that for j�j = � we have k'(��)kJ < M=M 0. Letf 2 Bh�i[[�]] and writef = p(�; �) + f0(�; �) + Xj�ij=� ��ifi(�; �)where the p, f0, fi 2 Bh�i[[�]] satisfy� p is a polynomial and kpk � kfk;� kf0k � �MM 0 � kfk; and� kfik � kfk for all i:



88 LEONARD LIPSHITZ & ZACHARY ROBINSON(In other words choose a polynomial p such that f � p 2 (Bi + (�)�)Bh�i[[�]]for some i with jBij � [0;M=M 0].) Then'(f) = p('(�); '(�)) + '(f0) + Xj�ij=�'(�)�i'(fi)and k'(f)kJ � max�Mkpk;M 0kf0k; MM 0M 0kfik�� Mkfk:Claim A is proved.By Proposition 2.1.5 there is a complete, discretely valued sub�eld F � Ksuch that Sm;n = lim�!F ��B2BF b
F �Bh�i[[�]]:Once we prove that each map'jF b
F�Bh�i[[�]] : F b
F �Bh�i[[�]]! Aof F -Banach Algebras is bounded, it will follow from Claim A that ' : Sm;n !A is also bounded. It remains to proveClaim (B). | The restriction 'jF b
F�Bh�i[[�]] : F b
F �Bh�i[[�]]! A is bounded.Since it is a�noid, A is certainly also an F -Banach Algebra. By the ClosedGraph Theorem ([6, Section 2.8.1] or [7]) it is thus su�cient to prove thatif the vn 2 F b
F �Bh�i[[�]] satisfy limvn = 0 and lim'(vn) = w 2 A, thenw = 0. We follow the proof of [6, Proposition 3.7.5.1]. Let b = mN for somemaximal ideal m 2 MaxA and N 2 N. Let a = '�1(b) � Sm;n. Consider thecommutative diagram Sm;n ' - A@@@@@ RSm;n=a� ? ' - A=b�?where � and � are the canonical projections, ' is the induced map and  is' � �. Note that � and � are contractions, and that ' is continuous since byProposition 4.2.1, Sm;n=a and A=b are �nite dimensional K-algebras. Hence is continuous and �(w) = 0. Since this is true for all m 2 MaxA and allN 2 N, by the Krull Intersection Theorem, w = 0. (Suppose w 2 mN for



RINGS OF SEPARATED POWER SERIES 89all m 2 MaxA, and let J be the ideal of all x 2 A such that xw = 0. Fixm 2 MaxA. By the Krull Intersection Theorem [25, Theorem 8.10(i)], theimage of w in the localization Am is zero. Thus, J 6� m. Since this holds forall m 2 MaxA, J = (1); i.e., w = 0.) This proves Claim B and hence ' iscontinuous.Uniqueness: This follows directly from Claim A: suppose ' and  agree onthe �i + I and �j + I. Put � := '�  . Now apply Claim A, with M = 0, to�.Next we show that there are continuousK-algebra homomorphisms Sm;n !Sm0;n0=I 0 sending the �i (respectively �j) to any speci�ed power-bounded (re-spectively quasi-nilpotent) elements of Sm0;n0=I 0.Lemma 5.2.2. | Let fi 2 Sm0;n0=I 0, i = 1; : : : ;m, be power-bounded andlet gj 2 Sm0;n0=I 0, j = 1; : : : ; n, be quasi-nilpotent. There is a K-algebrahomomorphism, ' : Sm;n ! Sm0;n0=I 0;continuous in k � k and k � kI0 , such that '(�i) = fi and '(�j) = gj fori = 1; : : : ;m; j = 1; : : : ; n.Proof. | Since the fi are power-bounded, by Theorem 5.1.5, there are aij 2Sm0;n0=I 0, 1 � i � m, 1 � j � e, with each kaijkI0 � 1 such thatf ei + ai1f e�1i + � � �+ aie = 0; 1 � i � m:Similarly, there are bij 2 Sm0;n0=I 0, 1 � i � n, 1 � j � e, with eachvI0(bij) < (1; 1) such thatgei + bi1ge�1i + � � �+ bie = 0; 1 � i � n:By Theorem 3.1.3, there are Aij, Bij 2 Sm0;n0 such that v(Aij) = vI0(aij),v(Bij) = vI0(bij), aij = Aij + I, and bij = Bij + I. PutPi(�m0+i) := �em0+i +Ai1�e�1m0+i + � � �+Aie; i = 1; : : : ;m;Qi(�n0+i) := �en0+i +Bi1�e�1n0+i + � � � +Bie; i = 1; : : : ; n:Note that each Pi is regular in �m0+i of degree e and each Qi is regular in�n0+i of degree e. Let  0 : Sm;n ,! Sm0+m;n0+n be the inclusion de�ned by�i 7! �m0+i, �j 7! �n0+j , i = 1; : : : ;m; j = 1; : : : ; n. By Weierstrass Division(Theorem 2.3.2) there is a unique K-algebra homomorphism 1 : Sm0+m;n0+n ! Sm0;n0 [�m0+1; : : : ; �m0+m; �n0+1; : : : ; �n0+n]=(P;Q)with Ker 1 = (P;Q) � Sm0+n;n0+n. Furthermore, by Weierstrass Division,  is continuous and the range of  1 is a Cartesian Sm0;n0-module (see [6, Def-inition 5.2.7.3]). Let  2 : Sm0;n0 [�m0+1; : : : ; �m0+m; �n0+1; : : : ; �n0+n]=(P;Q) !



90 LEONARD LIPSHITZ & ZACHARY ROBINSONSm0;n0=I 0 be the unique K-algebra homomorphism that sends Sm0;n0 3 f 7!f + I 0, �m0+i 7! fi and �n0+j 7! gj , i = 1; : : : ;m, j = 1; : : : ; n.Since  0 is an isometry in k � k,  1 is a contraction andSm0;n0 [�m0+1; : : : ; �m0+m; �n0+1; : : : ; �n0+n]=(P;Q)is a Cartesian Sm0;n0{module,  2 is continuous. Take ' :=  2 �  1 �  0.Theorem 5.2.3. | Let ' : Sm;n=I ! Sm0;n0=I 0 be a K-algebra homomor-phism. Then ' is continuous with respect to k � kI and k � kI0, and is uniquelydetermined by the values '(�i + I), '(�j + I), i = 1; : : : ;m; j = 1; : : : ; n.Proof. | It is su�cient to take I = (0). Let '0 : Sm;n ! Sm0;n0=I 0 be thecontinuous K-algebra homomorphism provided by Lemma 5.2.2 with '0(�i) ='(�i) and '0(�j) = '(�j), i = 1; : : : ;m; j = 1; : : : ; n. By Corollary 3.3.2, thereis an " 2pjK n f0gj such thatSm0;n0=I 0 �"�! Tm0;n0(")=�"(I 0) � Tm0;n0(")is an inclusion. By Lemma 5.2.1, �" � ' = �" � '0. Since �" is an inclusion' = '0, and thus ' is continuous.In general a quasi-a�noid algebra has many representations as a quotient ofan Sm;n. The residue norms corresponding to di�erent representations may bedi�erent. However all these norms are equivalent, i.e., they induce the sametopology.Corollary 5.2.4. | If Sm;n=I ' Sm0;n0=I 0 as K-algebras then the twonorms k � kI and k � kI0 are equivalent; i.e., they induce the same topology.Remark 5.2.5. | Let c 2 K��. The (c)+(�){adic topology on S�m;n inducesa topology on Sm;n and on any quotient. A K{algebra homomorphism' : Sm;n ! Sm0;n0=I 0is also continuous with respect to such topologies. In other words, if f =P a������ 2 S�m;n, then by the above arguments, P a��'(�)�'(�)� convergesto '(f).Theorem 5.2.6. | (Extension Lemma, cf. Remark 5.2.8.)Let ' : Sm;n=I ! Sm0;n0=I 0 be a K-algebra homomorphism, let f1; : : : ; fM 2Sm0;n0=I 0 be power-bounded and let g1; : : : ; gN 2 Sm0;n0=I 0 be quasi-nilpotent.Then there is a unique K-algebra homomorphism : Sm+M;n+N=I � Sm+M;n+N ! Sm0;n0=I 0such that  (�m+i) = fi, 1 � i �M ,  (�j) = gj, 1 � j � N , and the followingdiagram commutes:



RINGS OF SEPARATED POWER SERIES 91Sm;n=I '- Sm0;n0=I 0............... �Sm+M;n+N=I � Sm+M;n+N?Proof. | By Lemma 5.2.2 there is a K{algebra homomorphism 0 : Sm+M;n+N ! Sm0;n0=I 0such that  0(�i) = '(�i + I); i = 1; : : : ;m; 0(�j) = '(�j + I); j = 1; : : : ; n; 0(�m+i) = fi; i = 1; : : : ;M; 0(�m+j) = gj ; j = 1; : : : ; N:By Theorem 5.2.3,  0jSm;n = ' � �;where � : Sm;n ! Sm;n=Iis the canonical projection. Hence I � Ker 0 and  0 gives rise to a K{algebrahomomorphism  : Sm+M;n+N=I � Sm+M;n+N ! Sm0;n0=I 0:That  jSm;n=I = ' and that  is unique follow immediately from Theo-rem 5.2.3.For notational convenience we make the following de�nition:De�nition 5.2.7. | Fix the pair (E;K) and let A be a quasi-a�noidalgebra, say A = Sm0;n0(E;K)=I. We de�neAh�1; : : : ; �mi[[�1; : : : ; �n]]s := Sm0+m;n0+n=I � Sm0+m;n0+nwhere we regard Sm0;n0 = Kh�1; : : : ; �m0i[[�1; : : : ; �n0 ]]sand Sm0+m;n0+n = Kh�1; : : : ; �m0 ; �1; : : : ; �mi[[�1; : : : ; �n0 ; �1; : : : ; �n]]s:



92 LEONARD LIPSHITZ & ZACHARY ROBINSONBy the Extension Lemma, Theorem 5.2.6, Ah�1; : : : ; �mi[[�1; : : : ; �n]]s is inde-pendent of the presentation of A.We will show that that Ah�i[[�]]s � A[[�; �]]via the K-algebra homomorphism' : Sm0+m;n0+n ! A[[�; �]] :X f������ 7!X(f�� + I)���� :Indeed, it su�ces to verify Ker' � I � Sm0+m;n0+n:Let f = P f������ 2 Ker'; without loss of generality kfk = 1. Hencef 2 Bh�; �i[[�; �]] for some B 2 B. By Lemma 3.1.6, there are s 2 N,B � B0 2 B and h�� 2 B0h�; �i[[�; �]] such thatf = Xj�j+j�j�sf��h�� :Since each f�� 2 I, it follows that f 2 I � Sm0+m;n0+n, as desired.Let  : Sm0;n0 ! A[[�; �]] be the composition of ' with the obvious inclusionSm0;n0 ,! Sm0+m;n0+n. Since Ker = I, it follows thatA! Ah�i[[�]]sis injective.Remark 5.2.8. | Here we rephrase the Extension Lemma (Theorem 5.2.6)in terms of the notation introduced in De�nition 5.2.7.Let ' : A ! B be a K-algebra homomorphism of quasi-a�noid algebrasA and B. Suppose f1; : : : ; fm 2 B are power-bounded and g1; : : : ; gn 2 Bare quasi-nilpotent. Then there is a unique K-algebra homomorphism  :Ah�i[[�]]s ! B such that  (�i) = fi and  (�j) = gj , 1 � i � m, 1 � j � n,and the following diagram commutes:A ' - B........... �Ah�i[[�]]s?In particular, it follows that there are m;n 2 N and a surjection of A-algebrasAh�1; : : : ; �mi[[�1; : : : ; �n]]s ! B;



RINGS OF SEPARATED POWER SERIES 93and hence for some ideal I,B ' Ah�1; : : : ; �mi[[�1; : : : ; �n]]s=I:5.3. Quasi-Rational Domains. | By analogy with [6, Section 6.1.4], wede�ne generalized rings of fractions in the quasi-a�noid setting. This leads,in De�nition 5.3.3, to the construction of quasi-rational domains and, byiterating, R-domains. Example 5.3.7 shows that R-domains are more generalthan quasi-rational domains, in contrast to the a�noid case. Nevertheless theExtension Lemma (Theorem 5.2.6) shows that generalized rings of fractionsare well-de�ned and that the association of a generalized ring of fractions witha quasi-rational domain provides it with a canonical ring of quasi-a�noidfunctions. Thus quasi-rational subdomains (and by iteration, R-subdomains)are examples of quasi-a�noid subdomains (the formal generalization to thequasi-a�noid category of the notion of a�noid subdomains). This providesa foundation for a theory of quasi-a�noid varieties (see [22]). We end thissubsection proving in Proposition 5.3.8 that a quasi-a�noid algebra is a�noidif, and only if, it satis�es the Maximum Modulus Principle.De�nition 5.3.1. | Let A be a quasi-a�noid algebra, say A = Sm;n=I, andlet f1; : : : ; fM ; g1; : : : ; gN ; h 2 A. De�ne the generalized ring of fractionsAhf=hi[[g=h]]s to be the quotient ringA�fh�hh ghiis := Sm+M;n+N=J;where J is the ideal of Sm+M;n+N generated by the elements of I and theelements H�m+i � Fi; H�n+j �Gj; 1 � i �M; 1 � j � N;where the Fi, Gj, H 2 Sm;n satisfy fi = Fi + I, gj = Gj + I, h =H + I, 1 � i � M , 1 � j � N . By Theorem 5.2.6 any isomorphismSm;n=I ! Sm0;n0=I 0 extends to an isomorphism Sm+M;n+N=I � Sm+M;n+N !Sm0+M;n0+N=I 0 �Sm0+M;n0+N sending �m+i to �m0+i and �n+j to �n0+j. It followsthat Ahfh i[[ gh ]]s is well-de�ned.Let f; g; h be as in De�nition 5.3.1. In general, MaxAhfhi[[ gh ]]s is neitheropen in MaxA nor does it satisfy the Universal Property of [6, Section 7.2.2](see De�nition 5.3.4 below). With the additional restriction that f; g; h gen-erate the unit ideal of A (see De�nition 5.3.3, below) the following UniversalProperty is satis�ed.



94 LEONARD LIPSHITZ & ZACHARY ROBINSONProposition 5.3.2. | Let A be a quasi-a�noid algebra, let f1; : : : ; fM ;g1; : : : ; gN ; h 2 A, and put A0 := A�fh�hh ghiis :Suppose  : A ! B is a K-algebra homomorphism into a K-quasi-a�noidalgebra B such that(i)  (h) is a unit,(ii)  (fi)= (h) is power-bounded, 1 � i �M , and(iii)  (gj)= (h) is quasi-nilpotent, 1 � j � N .Then there is a unique K-algebra homomorphism  0 : A0 ! B such thatA0����� ........... 0RA  - Bcommutes. In particular, if ff; g; hg generates the unit ideal of A and ifMaxB � MaxA0 (as subsets of MaxA) then by Corollary 5.1.8 and theNullstellensatz, Theorem 4.1.1, conditions (i), (ii) and (iii) are all satis�ed.Proof. | Immediate from Theorem 5.2.6.De�nition 5.3.3. | Let A be a quasi-a�noid algebra and putX := MaxA.A quasi-rational subdomain of X is a subset U � X of the formU = Max �A�fh�hhghiis�where f1; : : : ; fM ; g1; : : : ; gN ; h 2 A generate the unit ideal. The class ofR-subdomains of X is de�ned inductively as follows. Any quasi-rationalsubdomain of X is an R-subdomain of X. If U � X is an R-subdomainof X and if V � U is a quasi-rational subdomain of U , then V � X is anR-subdomain of X.Suppose U = Max (Ahfh i[[ gh ]]s) is a quasi-rational subdomain of X = MaxA.ThenU = fx 2 X : jfi(x)j � jh(x)j; jgj(x)j < jh(x)j; 1 � i �M; 1 � j � Ng :To see this, write A = Sm;n=I and Ahfh i[[ gh ]]s = Sm+M;n+N=J , where J isgenerated by the elements of I together with the elements of the formH�m+i � Fi; H�n+j �Gj; 1 � i �M; 1 � j � N;



RINGS OF SEPARATED POWER SERIES 95where the Fi, Gj, H 2 Sm;n satisfy fi = Fi + I, gj = Gj, h = H + I,1 � i � M , 1 � j � N . The elements of U correspond naturally to themaximal ideals of Sm+M;n+N that contain J . Let x be such a maximal ideal.By the Nullstellensatz (Theorem 4.1.1),j�m+i(x)j � 1 and j�n+j(x)j < 1:The description of U above then follows immediately from h(x)�m+i(x) �fi(x) = 0 and h(x)�n+j(x)� gj(x) = 0 and from the fact that h(x) 6= 0. Thefact that h(x) 6= 0 for all x 2 U also guarantees that U is an open and closedsubset of X when X is endowed with the canonical (metric) topology (see [6,Section 7.2.1]).As in the a�noid case, one easily proves (cf. [6, Proposition 7.2.3.7]) that theintersection of quasi-rational domains is a quasi-rational domain. In contrastto the a�noid case, the complement of a quasi-rational domain is a �nite unionof quasi-rational domains. To see this, consider the quasi-rational domainU = Max �A�fh�hh ghiis� ;where the f; g; h generate the unit ideal of A. Note that h is a unit of Ahfh i[[ gh ]]s.Choose 1c 2 K with ����1c ���� � 1hsup ; i.e.,jcj � jh(x)j; for all x 2 U:Then U = fx 2 MaxA : jfi(x)j � jh(x)j; jgj(x)j < jh(x)j;jcj � jh(x)j; 1 � i �M; 1 � j � Ng:HenceMaxA n U = fx 2MaxA : jh(x)j < jcjg [[i fx 2 MaxA : jh(x)j < jfi(x)j; jcj < jfi(x)jg [[j fx 2 MaxA : jh(x)j � jgj(x)j; jcj � jgj(x)jg:By induction, a �nite intersection of R-domains is an R-domain and thecomplement of an R-domain is a �nite union of R-domains.De�nition 5.3.4. | Let A and B be K-quasi-a�noid algebras. A K-quasi-a�noid map (�; ') : (MaxB;B)! (MaxA;A)



96 LEONARD LIPSHITZ & ZACHARY ROBINSONis a map � : MaxB ! MaxA induced by a K-algebra homomorphism' : A ! B via the Nullstellensatz, Theorem 4.1.1. Let U be a subsetof MaxA. Following [6, Section 7.2.2], and suppressing mention of ', wesay that a quasi-a�noid map � : MaxA0 ! MaxA represents all quasi-a�noid maps into U if �(MaxA0) � U and if, for any quasi-a�noid map	 : MaxB ! MaxA with 	(MaxB) � U , there exists a unique quasi-a�noidmap 	0 : MaxB ! MaxA0 such that 	 = � �	0; i.e., such thatMaxA0...........	0 � @@@@�RMaxB 	 - MaxAcommutes. A subset U � MaxA is called a quasi-a�noid subdomain ofMaxA if there exists a quasi-a�noid map ' : MaxA0 ! MaxA representingall quasi-a�noid maps into U .As in [6, Section 7.2.2], the above universal property has useful formalconsequences which are proved in Proposition 5.3.6. In addition it allows us toassociate to every quasi-a�noid subdomain U of MaxA a canonical A-algebraof quasi-a�noid functions O(U). Indeed if � : MaxA0 ! MaxA representsall quasi-a�noid maps into U , then O(U) := A0. Reversing the arrows inProposition 5.3.2 yields many examples of quasi-a�noid subdomains.Theorem 5.3.5. | Let A be a quasi-a�noid algebra and let U � MaxA bea quasi-rational subdomain, U = MaxAhfhi[[ gh ]]s, where the f; g; h generate theunit ideal of A. The inclusionMax �A�fh�hh ghiis�! MaxArepresents all quasi-a�noid maps into U . Thus every R-subdomain is a quasi-a�noid subdomain.To every R-subdomain U of MaxA, we have thus associated the canonicalA-algebra of quasi-a�noid functions O(U) such that MaxO(U) ! MaxArepresents all quasi-a�noid maps into U . In particular, if U � MaxA is thequasi-rational subdomain de�ned byU = fx 2 MaxA : jfi(x)j � jh(x)j; jgj(x)j < jh(x)j; 1 � i �M; 1 � j � Ng;where ff; g; hg generates the unit ideal of A, then O(U) = Ahfh i[[ gh ]]s isindependent of the above presentation. In other words, if U � MaxA is a



RINGS OF SEPARATED POWER SERIES 97quasi-rational subdomain, f 0; g0; h0 2 O(U) have no common zero andjf 0(x)j � jh0(x)j; jg0(x)j < jh0(x)jfor all x 2 U , then O(U) = O(U)�f 0h0��� g0h0 ��s :By induction, the same holds for R-subdomains of MaxA. This fact is a keystep in developing a natural theory of quasi-a�noid varieties, as will be seen in[22]. A special case of this result was proved in [18, Theorem 3.6]. The proofof the main result of [18] can be simpli�ed considerably using Theorem 5.3.5.Proposition 5.3.6. | (cf. [6, Proposition 7.2.2.1].) Let A be a quasi-a�noid algebra, let U � MaxA and suppose (�; ') : (MaxA0; A0)! (MaxA;A)is a quasi-a�noid map representing all quasi-a�noid maps into U . Then(i) � is injective and satis�es �(MaxA0) = U ;(ii) for x 2 MaxA0 and n 2 N, the map ' : A ! A0 induces an isomor-phism A=�(x)n ! A0=xn;(iii) for x 2 MaxA0, x = '(�(x)) � A0.Proof. | Let y 2 U and consider the commutative diagramA ' - A0+....................�A=yn� ?  - A0='(yn) � A0�0 ?where � and �0 denote the canonical projections and  is induced by '. Since� represents all a�noid maps into U , there exists a unique homomorphism� : A0 ! A=yn making the upper triangle commute.Thus both maps �0 and  � � makeA0='(yn) � A0���� � � � I...........A ' - A0commute. Due to the universal property of ', they must be equal; i.e., thelower triangle in the above diagram commutes.



98 LEONARD LIPSHITZ & ZACHARY ROBINSONSince �0 is surjective, so is  . Furthermore, � is surjective because � is.Since the upper triangle commutes, Ker�0 = '(yn � A0) � Ker�. Hence  must be bijective. Taking n = 1, we see that '(y) �A0 must be a maximal idealof A0. Thus ��1(y) consists precisely of one element, '(y) �A0. This proves (i)and (iii). Moreover (ii) must hold because xn = yn � A0 where y = �(x), andbecause  is bijective.Example 5.3.7. | In the a�noid case, a rational subdomain V of a rationalsubdomain U of an a�noid variety X is itself a rational subdomain of X (see[6, Section 7.2.4]). This transitivity property is not in general true in thequasi-a�noid case.First note that the quasi-rational subdomains U of the a�noid varietyMaxSm;0 are all of the formU = MaxSm;0�fh�hh ghiiswhere f1; : : : ; fM , g1; : : : ; gN , h are polynomials. That is because h is a unitof Sm;0hfhi[[ gh ]]s (recall that the ideal generated by f; g and h contains 1).Let K = C p , the completion of the algebraic closure of the p-adic �eld Qp .Note that eK and K�=aK� are countably in�nite for every a 2 K�� n f0g. LetE � K� be a DV R such that eE = eK, and put Sm;n := Sm;n(E;K).We will show that every quasi-rational subdomain of MaxS2;0 has a prop-erty (see lemma below) that is not possessed by the setU = f(�; �) 2MaxS1;1 : j� � f(�)j < "g;for a suitable choice of f 2 S0;1 and " 2 jKjnf0g. The failure of the transitivityproperty for quasi-rational subdomains follows, since U is a quasi-rationalsubdomain of MaxS1;1, which is a quasi-rational subdomain of MaxS2;0. By� : MaxS2;0 ! MaxS1;0denote the map induced by the obvious inclusion S1;0 ! S2;0.Lemma. | Let U � MaxS2;0 be a quasi-rational subdomain such that �(U)contains an annulus of the formfx 2 MaxS1;0 : � < jxj < 1g; 0 < � < 1:(5.3.1)Then there is a polynomial P 2 K[�1; �2]nf0g such that �(U\fx 2 MaxS2;0 : P (x) =0g) contains a set of form (5.3.1).Proof. | The set U is de�nable in the language of valued �elds with constantsin K. The statement that �(U) contains a set of form (5.3.1) is true overany (algebraically closed) valued �eld extending K because the theory ofalgebraically closed valued �elds is model complete [40].



RINGS OF SEPARATED POWER SERIES 99In particular, it is true over the algebraic closure F of the �eldK(�1), wherethe valuation j � j on F extends that on K � F and1� 1n < j�1j < 1for all n 2 N. Hence there is a b 2 F such that (�1; b) 2 U . Let P (�1; �2) 2K[�1; �2] � F [�2] be any nonzero polynomial that vanishes at b.If �(U \ fx 2 MaxS2;0 : P (x) = 0g)does not contain a set of form (5.3.1), then by the Quanti�er EliminationTheorem for the theory of algebraically closed valued �elds [40],�(U \ fx 2 MaxS2;0 : P (x) = 0g) � fx 2 MaxS1;0 : jxj < �gfor some � 2 jKj, � < 1. But this is not true over F , contradicting the factthat, by model completeness, K is an elementary submodel of F .The following construction completes the example. For every " 2 jK n f0gj," < 1, there is an f 2 S0;1 such that for every P 2 K[�1; �2] n f0g,� (f(�; �) 2 MaxS1;1 : P (�; �) = 0 and j� � f(�)j < "g)contains no set of form (5.3.1).Let Pi be an enumeration of polynomials in K�[�1; �2] such that for everyP 2 K�[�1; �2] there are in�nitely many i 2 N with kP � Pik < ". Weinductively de�ne sequences fnig � N, f�ig � K�� and faig � E such thatni ! 1 and j�ij ! 1. Suppose a0; : : : ; a`�1; n0; : : : ; n`�1; �0; : : : ; �`�1 havebeen chosen and put f` := `�1Xi=0 ai�ni :Choose n` > n`�1 such that j�n`i j < " for all i < `. Choose �` 2 K�� such thatj�n`` j > ". Suppose b1; : : : ; br are all the roots of P`(�2; �`) = 0. Choose a` 2 Esuch that �����X̀i=0 ai�ni` � bj����� > "for j = 1; : : : ; r.Put f :=Xi�0 ai�ni ;



100 LEONARD LIPSHITZ & ZACHARY ROBINSONand let P 2 K�[�1; �2] n f0g. There are in�nitely many i 2 N such thatkP � Pik < ", and�i 62 � (f(�; �) 2 MaxS1;1 : P (�; �) = 0 and j� � f(�)j < "g)for each such i.We include the next propositions for completeness. Proposition 5.3.8 givesconditions under which a quasi-a�noid algebra is actually a�noid (i.e., is aquotient of an Sm;0). Proposition 5.3.9 gives conditions under which a quasi-a�noid algebra is a quotient of an S0;n.Proposition 5.3.8. | Let A = Sm;n=I be a quasi-a�noid algebra. Thefollowing are equivalent:(i) A is an a�noid algebra,(ii) A satis�es the Maximum Modulus Principle(iii) k�iksup is attained for all 1 � i � n,(iv) k�iksup < 1 for all 1 � i � n.Proof. | (i))(ii), (ii))(iii) and (iii))(iv) are immediate from [6, Proposi-tion 6.2.1.4], and the Nullstellensatz, Theorem 4.1.1. To see that (iv))(i)observe that if k�iksup � " < 1 for all 1 � i � nand " 2pjK n f0gj, say "r = jcj, c 2 K��, then by Theorem 5.3.5A��r1c ; : : : ; �rnc � = Aand A��r1c ; : : : ; �rnc � = (Sm;n=I)��r1c ; : : : ; �rnc �= Sm;n��r1c ; : : : ; �nnc ��I � Sm;n��r1c ; : : : ; �rnc � :By the Weierstrass Division Theorem, Theorem 2.3.2, Sm;nh�r1c ; : : : ; �rnc i isa�noid.Proposition 5.3.9. | Assume that K is algebraically closed and let A =Sm;n=I be a quasi-a�noid algebra. The following are equivalent:(i) A ' S0;`=J for some `, J .(ii) For every f 2 A, each setfx 2 MaxA : jf(x)j = kfksupg ;fx 2 MaxA : jf(x)j < kfksupg ;



RINGS OF SEPARATED POWER SERIES 101is Zariski-closed; hence is a union of Zariski-connected components ofMaxA.(iii) Let � : Sm;n ! Sm;n=I = A be the canonical projection and let N bethe number of Zariski-connected components of MaxA. Then there arecij 2 K�, 1 � i �m, 1 � j � N , such that eachNYj=1(�(�i)� cij)is quasi-nilpotent. (In other words, as a subset of MaxSm;n, MaxA iscontained in a �nite union of open unit polydiscs, namely, those withcenters (cij ; : : : ; cmj)� 0.)Proof. | (i))(ii). Let p be a minimal prime ideal of A. By Remark 2.3.6,there is a �nite, torsion-free monomorphism' : S0;d ! A=p:Let f 2 A and let q(f) be the integral equation of minimal degree for f overS0;d, where q = Xs + b1Xs�1 + � � �+ bs 2 S0;d[X];as in [6, Proposition 3.8.1.7]. Following the argument of [6, Proposition 3.8.1.7],for every y 2 MaxS0;d,kfyksup = max'(y)�xx2MaxA jf(x)j = max1�i�s jbi(y)j 1i ;and kfksup = max1�i�s kbik 1isup;where fy is the residue class of f in the quotient of A='(y) �A by its nilradical.Since each bi 2 S0;d, either jbi(y)j < kbiksup = kbik(5.3.2)for all y 2 MaxS0;d, or jbi(y)j = kbiksup = kbik(5.3.3)for all y 2 MaxS0;d. If (5.3.2) holds for every i such thatkbik 1i = kfksup;then jf(x)j < kfksup for all x 2 MaxA=p. Otherwise, there is some i0 suchthat kbi0k 1i0 = kfksup and jbi0(y)j = kbi0k



102 LEONARD LIPSHITZ & ZACHARY ROBINSONfor all y 2 MaxS0;d. In this case, jf(x)j = kfksup for all x 2 MaxA=p. Thisshows that each set fx 2 MaxA=p : jf(x)j = kfksupg ;fx 2 MaxA=p : jf(x)j < kfksupg ;is Zariski-closed. Taking the union over the �nitely many minimal prime idealsof A, (ii) follows.(ii))(iii). Let X1; : : : ;XN be the Zariski-connected components of MaxA,choose xj 2 Xj , 1 � j � N , and putcij := �i(xj):Part (iii) follows by applying part (ii) to each �i � cij .(iii))(i). Put gi := NYj=1(�i � cij);then by the Extension Lemma, Theorem 5.2.6, there is a K-algebra homomor-phism  : S0;m+n ! A such that (�i) = �(�i); 1 � i � n; and (�n+i) = �(gi); 1 � i � m:It follows from the Weierstrass Division Theorem, Theorem 2.3.2, that  is�nite. Thus, after a homothety, part (i) follows.5.4. Tensor Products. | In this subsection we prove that tensor prod-ucts exist in the category of quasi-a�noid algebras with K-algebra homomor-phisms. These results will be needed in [22] when we discuss �ber productsof quasi-a�noid varieties.Lemma 5.4.1. | (i) If A is a quasi-a�noid algebra and ' : A ! B is a�nite K-algebra homomorphism, then B is quasi-a�noid.(ii) If A and B are quasi-a�noid algebras then so is the ring-theoreticdirect sum A�B.Proof. | (i) We may take A = Sm;n. Let b1; : : : ; b` 2 B be such that B =Pì=1 '(Sm;n)bi. For each i, let Aij 2 Sm;n be such that bnii + '(Ai1)bni�1i +� � � + '(Aini) = 0. Replacing bi by cbi for a suitable nonzero c 2 K� we mayassume that kAijk � 1. Let Pi 2 Sm+`;n be de�ned byPi(�i) = �nii +Ai1�ni�1i + � � �+Aini ;where Sm+`;n = Kh�; �i[[�]]s. Then Pi is regular in �i. Let� : Sm+`;n ! Sm+`;n=(P1; : : : ; P`)



RINGS OF SEPARATED POWER SERIES 103be the canonical projection, and consider the K-algebra homomorphism : Sm;n[�1; : : : ; �`]! B : �f��� 7! �'(f�)b�:By the Weierstrass Division Theorem (Theorem 2.3.2),Sm+`;n=(P1; : : : ; P`) ' Sm;n[�1; : : : ; �`]=(P1; : : : ; P`):The K-algebra homomorphismSm+`;n ! Sm+`;n=(P1; : : : ; P`)! Sm;n[�1; : : : ; �`]=(P1; : : : ; P`)! Bis surjective, as required.(ii) It is su�cient to consider A = B = Sm;n. The diagonal map Sm;n !Sm;n � Sm;n is a �nite K-algebra homomorphism, so the result follows frompart (i).De�nition 5.4.2. | Let A, B1, B2 be quasi-a�noid algebras and let B1,B2 be A-algebras via homomorphisms 'i : A! Bi, i = 1; 2. By Remark 5.2.8,we can write B1 = Ah�1; : : : ; �m1i[[�1; : : : ; �n1 ]]s=I1 andB2 = Ah�m1+1; : : : ; �m1+m2i[[�n1+1; : : : ; �n1+n2 ]]s=I2:We de�ne the separated tensor product of B1 and B2 over A byB1 
sA B2 := Ah�1; : : : ; �m1+m2i[[�1; : : : ; �n1+n2 ]]s=(I1 + I2):By the Extension Lemma (Theorem 5.2.6), B1 
sA B2 is independent of thepresentations of B1 and B2. The inclusionsAh�1; : : : ; �m1i[[�1; : : : ; �n1 ]]s ! Ah�1; : : : ; �m1+m2i[[�1; : : : ; �n1+n2 ]]s;�i 7! �i; �j 7! �j ; i = 1; : : : ;m1; j = 1; : : : ; n1;Ah�m1+1; : : : ; �m1+m2i[[�n1+1; : : : ; �n1+n2 ]]s !Ah�1; : : : ; �m1+m2i[[�1; : : : ; �n1+n2 ]]s;�m1+i 7! �m1+i; �n1+j 7! �n1+j i = 1; : : : ;m2; j = 1; : : : ; n2;de�ne canonical homomorphisms�i : Bi ! B1 
sA B2:The next proposition shows that B1
sAB2 satis�es the universal property inthe category of quasi-a�noid algebras that justi�es calling it a tensor product.Proposition 5.4.3. | Let 'i : A ! Bi, i = 1; 2, be K-algebra homo-morphisms of quasi-a�noid algebras and let  i : Bi ! D be A-algebra ho-momorphisms of quasi-a�noid algebras. Then there is a unique A-algebrahomomorphism  : B1 
sA B2 ! D such that



104 LEONARD LIPSHITZ & ZACHARY ROBINSONB1	�����1 @@@@ 1RB1 
sA B2 ................................. - DI@@@@�2 ���� 2�B2commutes, where the �i : Bi ! B1 
sA B2 are the homomorphisms given inDe�nition 5.4.2.Proof. | By the Extension Lemma (Theorem 5.2.6 or Remark 5.2.8) there isa unique  0 : Ah�1; : : : ; �m1+m2i[[�1; : : : ; �n1+n2 ]] ! D that extends  1 � '1 = 2 � '2 such that  0(�i) =  1(�i); i = 1; : : : ;m1; 0(�j) =  1(�j); j = 1; : : : ; n1; 0(�m1+i) =  2(�m1+i); i = 1; : : : ;m2; 0(�n1+j) =  2(�n1+j); j = 1; : : : ; n2:Since (I1 + I2) � Ker ( 0), the result follows.Remark 5.4.4. | (i) If A, B1, B2 are a�noid then it follows from theabove Proposition and the universal property of the complete tensor product([6, Proposition 3.1.1.2]) that B1 
sA B2 = B1b
AB2.(ii) In general, B1 
sA B2 6= B1b
AB2. In the case that the Sm;n(E;K) arecomplete, we have B1 
sA B2 � B1b
AB2. This follows from the univer-sal property of b
A. In all cases we have S0;1 
sK S0;1 6� S0;1b
KS0;1 sincePi(�1�2)i 2 (S0;1 
sK S0;1) n (S0;1b
KS0;1).The following important examples of separated tensor products are com-puted directly from De�nition 5.4.2.Corollary 5.4.5. |Sm1;n1 
sK Sm2;n2 = Sm1+m2;n1+n2 ;and if A is a quasi-a�noid algebra,A
sK Sm;n = Ah�i[[�]]s:



RINGS OF SEPARATED POWER SERIES 105The following two propositions are easy consequences of the de�nition andthe universal property of the separated tensor product (cf. [6, Propositions6.1.1.10 and 6.1.1.11]).Proposition 5.4.6. | Let A0, A, B1, B2 be quasi-a�noid algebras andassume that the Bi are both A and A0-algebras via homomorphisms A0 ! Aand A! B1, A! B2. Then the canonical homomorphismB1 
sA0 B2 ! B1 
sA B2is surjective.Proposition 5.4.7. | Let A, B1, B2 be quasi-a�noid algebras and assumethat B1, B2 are A-algebras via homomorphisms A! Bi, i = 1; 2. Let bi � Bi,i = 1; 2 be ideals and denote by (b1; b2) the ideal in B1
sAB2 generated by theimages of b1 and b2. Then the canonical map � : B1
sAB2 ! B1=b1
sAB2=b2is surjective and satis�es Ker� = (b1; b2). Hence (B1 
sA B2)=(b1; b2) 'B1=b1 
sA B2=b2.It follows from Lemma 5.4.1 and Proposition 5.4.7 that base change pre-serves �nite (respectively surjective) morphisms.Proposition 5.4.8. | Let A and B be quasi-a�noid algebras. Let ' : A!B be a K-algebra homomorphism and let C be a quasi-a�noid A-algebra. If' is �nite (respectively surjective) then the induced map C ! B
sAC is �nite(respectively surjective).Proof. | Suppose B is a �nite A-module via '. It follows from the right-exactness of the ordinary tensor product that B
AC is a �nite C-module. ByLemma 5.4.1 B 
A C is a quasi-a�noid algebra. It therefore follows from theuniversal property for tensor products that B 
sA C = B 
A C. In particular,C ! B 
sA C is �nite.If ' is surjective, then we may write B = A=I, where I := Ker'. Then byProposition 5.4.7,B 
sA C = A=I 
sA C=(0) �= (A
sA C)=(I; (0));which is a quotient of C. Therefore C ! B 
sA C is surjective.A small extension of De�nition 5.4.2 yields a ground �eld extension functorfor quasi-a�noid algebras.De�nition 5.4.9. | Let (E;K), (E0;K 0) be such that Sm;n(E;K) �Sm;n(E0;K 0) and let A := Sm;n(E;K)=I. We say that the K 0-a�noid algebraA0 = S0;0(E0;K 0)
sS0;0(E;K) A := Sm;n(E0;K 0)=I � Sm;n(E0;K 0)results from A by ground �eld extension from (E;K) to (E0;K 0).



106 LEONARD LIPSHITZ & ZACHARY ROBINSONProposition 5.4.10. | The canonical homomorphismA! S0;0(E0;K 0)
sS0;0(E;K) Ais a faithfully at norm-preserving monomorphism both in k � kI andk � kI�Sm;n(E0;K0) and in k � ksup.Proof. | Immediate from Lemma 3.1.11 and Proposition 4.1.3.5.5. Banach Function Algebras. | Each representation of a quasi-a�noidalgebra A as a quotient Sm;n=I yields the K-algebra norm k � kI , which byLemma 3.1.4, is complete if Sm;n is. We saw (Corollary 5.2.4) that eventhough A may not be complete, all these norms are equivalent. By the Null-stellensatz, Theorem 4.1.1, if A is reduced then k � ksup is a norm on A. In thissubsection we shall show when CharK = 0 (Theorem 5.5.3) and often whenCharK = p 6= 0 (Theorem 5.5.4) that if A is reduced, k � ksup is equivalent tothe residue norms k �kI . It follows that if in addition E and K are such that Ais complete in k � kI then A is complete in k � ksup, i.e., it is a Banach functionalgebra.The obstruction to following the argument of [6, Theorem 6.2.4.1], is, asusual, the lack of a suitable Noether Normalization for quasi-a�noid algebras.Theorems 3.4.3 and 3.4.6 allow us to reduce the problem to considering quo-tient rings of S0;n+m, for which a Noether Normalization is available. The factthat the quotients of S0;n+m so obtained are reduced is guaranteed when theSm;n are excellent.Lemma 5.5.1. | Suppose K and E are such that the Sm;n are completeand the �elds of fractions of the S0;n(E;K) are weakly stable. Let A be areduced quasi-a�noid algebra. If there is a �nite K-algebra homomorphismS0;n=I ! A then A is a Banach function algebra.Proof. | As in the proof of [6, Theorem 6.2.4.1], we use Noether Normaliza-tion for quotients of S0;n (Remark 2.3.6) to reduce to the case that I = (0)and S0;n ! A is a �nite, torsion-free monomorphism.Note that S0;n is integrally closed (for example, apply Theorem 4.2.7 or useNoether Normalization as in [6, Theorem 5.2.6.1]). Since, in addition, we haveassumed that Q(S0;n) is a weakly stable �eld ([6, De�nition 3.5.2.1]), we mayapply [6, Theorem 3.8.3.7].Proposition 5.5.2. | Under any of the conditions(i) CharK = 0(ii) CharK = p 6= 0 and Sm;n(E;K) ' �Ni=1(Sm;n(E;K))p as normedKp-algebras,(iii) CharK = p 6= 0, [K : Kp] <1 and [ eE : eEp] <1the �elds of fractions of the rings Sm;n(E;K) are weakly stable.



RINGS OF SEPARATED POWER SERIES 107Proof. | When CharK = 0, this is [6, Proposition 3.5.1.4]. Note thatcondition (iii) implies condition (ii) because K is complete (use [6, Propo-sition 2.3.3.4]). Thus it remains only to verify case (ii), which follows from [6,Lemma 3.5.3.2].Note that under any of the conditions of Proposition 5.5.2, the ringsSm;n(E;K) are excellent (see Propositions 4.2.3 and 4.2.5).In characteristic zero, we show in Theorem 5.5.3 that the supremum normof a reduced quasi-a�noid algebra A is equivalent to the residue norm aris-ing from any presentation of A as a quotient of a ring of separated powerseries. In some cases this is an extension of Corollary 5.2.4, which establishesthe equivalence of all the residue norms (whether or not A is reduced andof characteristic zero). In characteristic p, our results are less complete (seeTheorem 5.5.4). The proofs of Theorems 5.5.3 and 5.5.4 rely on restrictionto �nite disjoint unions of open polydiscs, for which one has a Noether Nor-malization. In the proof of Theorem 5.5.3, we reduce to the case of polydiscswith rational centers. The proof of Theorem 5.5.4 does not depend on thecharacteristic.Theorem 5.5.3. | Suppose that CharK = 0 and that A = Sm;n(E;K)=Iis a reduced quasi-a�noid algebra. Then k �kI and k �ksup on A are equivalent.If in addition A is complete in k � kI , then A is a Banach function algebra.Proof. | Let E0 � E be as in Theorem 2.1.3 (ii) so that the Sm;n(E0;K) arecomplete. By Propositions 4.2.3 and 4.2.6, A0 = Sm;n(E0;K)=I � Sm;n(E0;K)is reduced, since Tm;n(") = Tm;n(";K) does not depend on E or E0. ByProposition 4.1.3 and Lemma 3.1.11 the mapSm;n(E;K)=I ! Sm;n(E0;K)=I � Sm;n(E0;K)is an inclusion which is an isometry in both the supremum and residue norms.Hence it is su�cient to prove the equivalence of k � kI and k � ksup when E issuch that the Sm;n(E;K) are complete.Let K 0 be a �nite extension of K such that there are c1; : : : ; cr 2 ((K 0)�)mwith jci � cj j = 1, 1 � i < j � r, such that for everyp 2 Ass (Sm;n(E; bKalg)�=eI � Sm;n(E; bKalg)�)there is an i, 1 � i � r, withmeci = (� � eci; �) � p;where bKalg is the completion of the algebraic closure of K.Let S0m;n := Sm;n(E;K 0) and I 0 := I �S0m;n. Observe that S0m;n=I 0 is reduced.(Indeed, we may write K 0 = K(�), so every f 2 S0m;n may be written in the



108 LEONARD LIPSHITZ & ZACHARY ROBINSONform f = d�1Xj=0 fj�j ;for fj 2 Sm;n. Let �0; : : : ; �d�1 be the distinct embeddings of K 0 over Kin an algebraic closure of K and let �i := �i(�), 0 � i � d � 1. Thendet(�ji ) = �i 6=j(�i � �j) 6= 0. It follows that the fj are linear combinationsof the �i(f). Hence, if f 2 pI 0, so is each fj. But the map Sm;n ! S0m;n isfaithfully at (Lemma 4.2.8(iii)), so each fj 2 pI = I. It follows that f 2 I 0.)Now, by Proposition 4.1.3 and Lemma 3.1.11(ii), the map Sm;n=I ! S0m;n=I 0is an inclusion and an isometry in both the supremum norm and the residuenorm. Since Sm;n=I is complete in k � kI , it therefore su�ces to prove thetheorem for S0m;n=I 0. Note that all the Sm0;n0(E;K 0) are completeBy Theorem 3.4.3(ii), the map : S0m;n=I 0 ! ��rj=1S00;n+m� =!c(I 0) � ��rj=1S00;n+m�is an isometry in the residue norms. By Proposition 4.2.3 and [25, Theo-rem 32.2], ��rj=1S00;n+m� =!c(I 0) � ��rj=1S00;n+m�is reduced. Since  is a contraction with respect to k � ksup, it su�ces to provethe theorem for this ring. That is Lemma 5.5.1.Theorem 5.5.4. | Suppose that the rings Sm;n(E;K) are excellent (seeProposition 4.2.3 or 4.2.5) and that at least one of the following two conditionsis satis�ed:(i) K is perfect(ii) There is an E0, E � E0, such that the �elds of fractions of theS0;n(E0;K) are weakly stable, and the S0;n(E0;K) are complete.Let A = Sm;n(E;K)=I be reduced. Then on A the norms k�kI and k�ksup areequivalent. If in addition A is complete in k � kI then A is a Banach functionalgebra.Proof. | We may assume (see Remark 2.1.4(i)) that E is a �eld. We nowshow that (i) implies (ii). In the case that K is perfect there is an E0 � Esuch that Sm;n(E0;K) is complete (see Theorem 2.1.3(ii)). Since K is perfect,we may extend further so that E0 is perfect. Then, by Proposition 5.5.2 the�elds of fractions of the S0;n(E0;K) are also weakly stable.Choose c1; : : : ; cr 2 (K�alg)m with meci 6= mecj , 1 � i < j � r, such that forevery p 2 Ass (eSm;n=eI) there is some i, 1 � i � r, withmeci � p:



RINGS OF SEPARATED POWER SERIES 109(The emeci are the maximal ideals of eSm;n corresponding to eci as in De�ni-tion 3.4.4.)By Theorem 3.4.6(ii), the map : Sm;n=I ! Dm;n(c)=!c(I)is an isometry in the residue norms k � kI and k � k!c(I). Since Sm;n(E;K)is excellent, by [25, Theorem 32.2], Dm;n(c)=!c(I) is reduced. Since  is acontraction with respect to k � ksup, it su�ces to prove the theorem for thatring. Recall that Dm;n(c) = Sm;n+m(E;K)=J for some ideal J . LetD0m;n(c) := Sm;n+m(E0;K)=J � Sm;n+m(E0;K):Then D0m;n(c)=!c(I) � D0m;n(c) is reduced since the maximal-adic comple-tions of all its local rings coincide with those of the reduced, excellent ringDm;n(c)=!c(I). By Proposition 4.1.3 and Lemma 3.1.11, the mapDm;n(c)=!c(I)! D0m;n(c)=!c(I)�D0m;n(c)is an inclusion which is an isometry in both the supremum and residue norms.Hence it su�ces to prove the equivalence of the residue norm and the supre-mum norm on D0m;n(c)=!c(I) �D0m;n(c). By Lemma 3.4.5, this ring is a �niteextension of a quotient of a ring S0;d(E0;K). Now apply Lemma 5.5.1.



110 LEONARD LIPSHITZ & ZACHARY ROBINSON6. A Finiteness TheoremIn Subsection 6.1 we prove a �niteness theorem, which is a weak analogueof Zariski's Main Theorem, for quasi-�nite maps, and in Subsection 6.2 weapply this �niteness theorem to show that every quasi-a�noid subdomain isa �nite union of R-subdomains.6.1. A Finiteness Theorem. | In applications ([2], [16], [17], [18], [19],[20], [21] and [23]), certain weaker forms of Noether Normalization haveproved useful. We collect two examples here. Recall that we showed inSubsection 5.3 that we associate canonically with each R-domain U � MaxA,the A-algebra of quasi-a�noid functions O(U).We call a quasi-a�noid map � : MaxB ! MaxA �nite if, and only if, Bis a �nite A-module via the induced map �� : A! B.Proposition 6.1.1. | Let � : MaxB ! MaxA be a quasi-a�noid map.Suppose U1; : : : ; Un is a cover of MaxB by R-subdomains. If each �jUi : Ui !MaxA is �nite then � is �nite.Proof. | By Proposition 5.3.6(ii) and the Krull Intersection Theorem ([25,Theorem 8.10]), the natural mapB ! nYi=0O(Ui)is injective. Each O(Ui) is a �nite A-module; hence B, being a submodule ofthe �nite A-module �O(Ui), is a �nite A-module as well.Let � : MaxB ! MaxA be a quasi-a�noid map. If U � MaxA is an R-domain de�ned by inequalities among f1; : : : ; f` then ��1(U) � MaxB is anR-domain de�ned by the corresponding inequalities among f1 � �; : : : ; f` � �.The a�noid analog of the following is false; see Example 6.1.3.Theorem 6.1.2. | (Finiteness Theorem) Let � : MaxB ! MaxA be aquasi-a�noid map which is �nite-to-one. There exists a �nite cover of MaxAby R-domains Ui such that each map�j��1(Ui) : ��1(Ui)! Uiis �nite. (Note: We do not assume that � is surjective.)Proof. | Let ' : A ! B be the K-algebra homomorphism corresponding to�. Since B is quasi-a�noid, there is a K-algebra epimorphismSm;n ! B:



RINGS OF SEPARATED POWER SERIES 111The images of �1; : : : ; �m (respectively, �1; : : : ; �n) in B are power-bounded(respectively, quasi-nilpotent). By Remark 5.2.8, this induces a unique K-algebra homomorphism  such that the following diagram commutesAh�1; : : : ; �mi[[�1; : : : ; �n]]s������ @@@@	RA ' - BSince Sm;n ! B is surjective, so is  .Let I := Ker ;then B �= Ah�1; : : : ; �mi[[�1; : : : ; �n]]s=I;and we may therefore assume that the original map ' is of the formA '�! Ah�i[[�]]s=I:The proof proceeds by induction on (m;n), ordered lexicographically. Assumem+ n > 0. (If m+ n = 0, then B = K and the K-algebra homomorphism ',being surjective, is �nite.)Let f1; : : : ; f` generate I, and writefi =X ai������ ; 1 � i � `;where each ai�� 2 A. Since � is �nite-to-one, fai��g generates the unit idealof A.Writing A as a quotient of a ring of separated power series and applyingLemma 3.1.6 to pre-images of the fi, we obtain a �nite index set J � Nm �Nnsuch that for each x 2 MaxA there is an i0, 1 � i0 � `, and an index(�0; �0) 2 J such thatjai0�0�0(x)j � jai��(x)j for all i; �; �jai0�0�0(x)j > jai0��(x)j for all � < �0 and all �(6.1.1) jai0�0�0(x)j > jai0��0(x)j for all � > �0:(Note, in particular, that (6.1.1) guarantees that fai�� : 1 � i � `; (�; �) 2 Jggenerates the unit ideal of A.)



112 LEONARD LIPSHITZ & ZACHARY ROBINSONFix i0, 1 � i0 � `, and (�0; �0) 2 J . Let Ui0�0�0 be the set of pointsx 2 MaxA such thatjai0�0�0(x)j � jai��(x)j for all 1 � i � ` and (�; �) 2 Jjai0�0�0(x)j > jai0��(x)j for all (�; �) 2 J with � < �0jai0�0�0(x)j > jai0��0(x)j for all (�; �) 2 J with � > �0:As in Subsection 5.3, Ui0�0�0 is a quasi-rational subdomain of MaxA, whichis in fact equal to the set of points x 2 MaxA where (6.1.1) holds. Further-more, the Ui0�0�0 cover MaxA.We may now replace A by O(Ui0�0�0) and B byO(Ui0�0�0)h�i[[�]]s=I � O(Ui0�0�0)h�i[[�]]s:Replacing fi0 by a�1i0�0�0fi0 , we may assume that ai0�0�0 = 1. Putfi0�0 :=X� ai0��0��;then fi0�0 is preregular in � (cf. De�nition 2.3.7).The two quasi-rational subdomainsV := fy 2 MaxB : jfi0�0(y)j = 1g and W := fy 2 MaxB : jfi0�0(y)j < 1gcover MaxB, and each restriction �jV and �jW is �nite-to-one. By Propo-sition 5.3.6(ii) and the Krull Intersection Theorem ([25, Theorem 8.10]), thenatural map B ! O(V )�O(W )is injective. Hence it su�ces to treat the maps A! O(V ) and A! O(W ).Case (A). | A! O(V ).Observe that O(V ) = Ah�1; : : : ; �m+1i[[�1; : : : ; �n]]s=J;where J is the ideal generated by I and the elementF := �m+1fi0�0 � 1:Put G := ��0 + X� 6=�0� ai0���m+1���� � �m+1fi0 mod J ;in particular, G 2 J . By (6.1.1), after a change of variables among the �'s, wecan assume that G is regular in �n (in the sense of De�nition 2.3.7). Similarly,after a change of variables among the �'s, we can assume that F is regular in



RINGS OF SEPARATED POWER SERIES 113�m+1. Applying Theorem 2.3.8, �rst to divide by G, then by F , shows thatO(V ) is a �nite extension of an A-algebra of the formB0 := Ah�1; : : : ; �mi[[�1; : : : ; �n�1]]s=I 0:Since O(V ) is a �nite extension of the A-algebra B0, the mapMaxB0 ! MaxAis �nite-to-one. Furthermore, (m;n� 1) < (m;n). We are done by induction.Case (B). | A! O(W ).Observe that O(W ) = Ah�1; : : : ; �mi[[�1; : : : ; �n+1]]s=J;where J is generated by I and the elementF := fi0�0 � �n+1:By (6.1.1), after a change of variables among the �'s, F is regular in �m (inthe sense of De�nition 2.3.7). By Theorem 2.3.8, O(W ) is a �nite extensionof an A-algebra of the formB0 := Ah�1; : : : ; �m�1i[[�1; : : : ; �n+1]]s=I 0:Since O(W ) is a �nite extension of the A-algebra B0, the mapMaxB0 ! MaxAis �nite-to-one. Furthermore, (m� 1; n+ 1) < (m;n), completing Case B.To complete the proof, we pass to a common re�nement of the covers byR-domains obtained in the above two cases, observing that the intersectionof R-domains is an R-domain, and that if � : MaxB ! MaxA is �nite, so is�j��1(U) : ��1(U)! U for any R-subdomain U of MaxA.Example 6.1.3. | The a�noid map induced by' : Kh�i ! Kh�; �i=(��2 + � + 1)is �nite-to-one. But if Char eK 6= 2, ' is not �nite. Indeed, if it were, thepolynomial ��2+�+1, being prime, would have to divide a monic polynomialin Kh�i[�]. Since � is not a unit, ' cannot be �nite.Now, suppose there is a �nite cover of MaxKh�i by a�noid rational sub-domains U such that each induced mapO(U)! O(U)b
Kh�iKh�; �i=(��2 + � + 1)is �nite. Then the a�noid map induced by ' is proper by [6, Proposi-tion 9.6.2.5], and [6, Proposition 9.6.2.3]. It then follows from [6, Corol-lary 9.6.3.6], that ' is �nite, a contradiction. This shows that the analogue of



114 LEONARD LIPSHITZ & ZACHARY ROBINSONTheorem 6.1.2 does not hold in the a�noid case. Indeed the covering obtainedis not in general admissible in the sense of [22].6.2. An Application to Quasi-A�noid Domains. | In this subsectionwe apply Theorem 6.1.2 to prove that every quasi-a�noid subdomain is a�nite union of R-subdomains. As a corollary we deduce that every quasi-a�noid subdomain is open.Lemma 6.2.1. | Let A and B be commutative rings and let ' : A! B bea �nite homomorphism.(i) Suppose that for every maximal ideal M of B, the induced mapAm ! B 
A Amis surjective, where m := A \M. Then ' is surjective and SpecB is aclosed subset of SpecA.(ii) Suppose that for every maximal ideal M of B, the induced mapAm ! B 
A Amis bijective, where m := A\M. Then SpecB is an open subset of SpecA.Proof. | (i) For every m 2 MaxA the mapAm ! B 
A Amis surjective. This is true by assumption when m = A \M for some M 2MaxB. It only remains to treat the other elements of MaxA. Let m 2 MaxAbe such an ideal. By [25, Theorem 9.3], there is an a 2 Ker' such that a =2 m.Since a annihilates the A-module B and the image of a in Am is nonzero, itfollows that B 
A Am = (0). Thus the map Am ! B 
A Am is surjective.Now let b 2 B and consider the idealI := fa 2 A : ab 2 '(A)g:We will show that I is the unit ideal. Suppose not. Then there is anm 2 MaxAsuch that I � m. But Am ! B 
A Am is surjective so IAm is the unit ideal,a contradiction. This proves that ' is surjective. By [25, Theorem 9.3],SpecB \ SpecA = V (Ker'). Hence SpecB is a closed subset of SpecA.(ii) Since we are only concerned with prime ideals, it is no loss of generalityto assume that A and B are both reduced, i.e. have no nonzero nilpotentelements. It su�ces to show that B is a direct summand of A.By part (i), ' is surjective, so B = A=I where I := Ker'. Since Bis reduced, I is the intersection of some prime ideals of A. Let J be theintersection of the unit ideal with all the minimal prime ideals of A that donot contain I. We will show thatA = A=I �A=J:



RINGS OF SEPARATED POWER SERIES 115This is obvious if J = (1). So assume J 6= (1). By [25, Theorem 1.4], itsu�ces to show that I + J is the unit ideal of A. Suppose not. Then thereis an m 2 MaxA such that m � I + J ; in particular m � J . Since J isan intersection of minimal prime ideals of A, at least one such prime must becontained in m. In other words, there is a minimal prime ideal p of A containedin m that does not contain I. We show that pAm 6� IAm. Let a 2 I n p; ifpAm � IAm, then a = Pri=1 gis for some s 2 A n m and gi 2 p. Thus sa 2 pand s; a; =2 p, a contradiction. So, pAm is a minimal prime ideal of Am thatdoes not contain IAm. But by assumption Am = Am=IAm; i.e. IAm = (0). Inparticular, since Am is reduced, I � Am is the intersection of all the minimalprime ideals of Am, a contradiction. Thus I + J is the unit ideal of A.Recall that in Subsection 5.3 we showed that every R-subdomain is a quasi-a�noid subdomain.Theorem 6.2.2. | Let A be a quasi-a�noid algebra and let U � MaxAbe a quasi-a�noid subdomain. Then U is a �nite union of R-subdomains ofMaxA.Proof. | Let B := O(U), and let � : MaxB ! MaxA be the canonicalinclusion. By Theorem 6.1.2 there is a �nite cover of MaxA by R-subdomainsUi such that each map �j��1(Ui) : ��1(Ui)! Uiis �nite. Thus, without loss of generality, we assume that � : MaxB ! MaxAis �nite.We will apply Lemma 6.2.1 to show that U is a Zariski-open and -closedsubset of MaxA. Let M 2 MaxB, and put m := A \M. We wish to showthat Am ! B 
A Am is bijective. Since B 
A Am is a �nite Am-module,this follows from Nakayama's Lemma [25, Theorem 2.3], once we know thatB 
A (Am=mAm) �= Am=mAm. Indeed,B 
A (Am=mAm) = B 
A A=m = B=mB = B=M = A=m = Am=mAm;by Proposition 5.3.6 (ii) and (iii).By Lemma 6.2.1, U is a Zariski-open and -closed subset of MaxA, thus thereis some f 2 A such that f jU � 0 and f jMaxAnU � 1. SoU = fx 2 MaxA : jf(x)j � 12g is an R-subdomain of MaxA.Note that the covering of U given by Theorem 6.2.2 is not necessarily aquasi-a�noid covering in the sense of [22]; nonetheless Theorem 6.2.2 doesshow that quasi-a�noid subdomains are well-behaved. In particular the fol-lowing openness theorem (cf. [6, Theorem 7.2.5.3]) is an immediate conse-quence.



116 LEONARD LIPSHITZ & ZACHARY ROBINSONCorollary 6.2.3. | (Openness Theorem) Let A be a quasi-a�noid al-gebra. All quasi-a�noid subdomains of A are open in the canonical topologyon MaxA derived from the absolute value j � j : K ! R+ .Proof. | As we remarked in Subsection 5.3 all R-subdomains of MaxA areopen.
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